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Release Notes

PingAccess Release Notes

Release Notes
These release notes summarize the changes in current and previous product updates.

PingAccess is a centralized point of security and access control for Web applications and APIs,

serving applications and other resources to clients outside an organization while still protecting internal
interfaces from unauthorized access. PingAccess protects applications and APIs, enabling access

control and identity-based auditing on incoming requests. Featuring a lightweight, highly scalable
architecture, PingAccess complements PingFederate with centralized session management and URL-level
authorization.

PingAccess 6.0.7 - August 2022
These enhancements and issue fixes are included in PingAccess 6.0.7, released in August 2022.

PingAccess 6.0.7 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019.

Resolved issues

Ticket ID Description

PA-14875 Fixed an exchange processing issue that could cause a memory leak.

PingAccess 6.0.6 - February 2022
These enhancements and issue fixes are included in PingAccess 6.0.6, released in February 2022.

PingAccess 6.0.6 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019.

Resolved issues

Ticket ID Description

PA-14609 PingAccess upgraded to Log4j version 2.17.1

PingAccess 6.0.5 - September 2021

These enhancements and issue fixes are included in PingAccess 6.0.5, released in September 2021.

PingAccess 6.0.5 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019 on page 17.

Resolved issues
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Ticket ID Description

PA-14095 Fixed a potential security issue.

PingAccess 6.0.4 - June 2020

These enhancements and issue fixes are included in PingAccess 6.0.4, released in June 2020.

PingAccess 6.0.4 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019 on page 17.

Resolved issues

Ticket ID Description

PA-12868 Fixed an issue that caused OIDC login flows to fail during an upgrade from
version 5.3 or earlier to version 6.0 or later.

Maintenance Package Upgrade

You can upgrade from version 6.0, 6.0.1, 6.0.2, or 6.0.3 to version 6.0.4 using the maintenance package
upgrade. See Upgrading to version 6.0.4 using the incremental update package on page 9 for more
information.

Upgrading to version 6.0.4 using the incremental update package
You can upgrade from version 6.0, 6.0.1, 6.0.2, or 6.0.3 to version 6.0.4 using the incremental update
package.

Before you begin

Download the incremental update package . zip file, copy it to each PingAccess system, and extract it.

About this task

@ : This procedure involves manual modification of PingAccess files. If you are not
comfortable moving and editing these files, use the upgrade utility instead.

If your environment includes a cluster, perform this procedure on each node.

Steps

1. Make a backup copy of the PingAccess home directory.
If the upgrade fails, you can use the backup copy to restore PingAccess.
2. Stop PingAccess.
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Replace the following files with the identically-named versions in the . zip file.

Replace the following files. The names of these files have changed because the file name includes the
version. Verify that the new version is added to the indicated directory and the old version is deleted.

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationDependentFieldOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/package-tree.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Exchange.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/
TargetHost.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Request.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Headers.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/localization/class-use/
LocalizedMessageResolver.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/policy/package-tree.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/identity/class-use/

Identity.html

<PA Home>/sdk/apidocs/overview-tree.html

Original File Name

New File Name

<PA Home>/lib/pingaccess-—
admin-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-admin-6.0.1.0.jar

<PA Home>/lib/pingaccess-—
admin-6.0.2.0.jar, or <PA Home>/1lib/
pingaccess-admin-6.0.3.2.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.0.3.jar, <PA Home>/1lib/

pingaccess-admin-ui-6.0.1.0.Jjar
<PA Home>/lib/pingaccess-admin-
ui-6.0.2.0.jar, of <PA Home>/lib/
pingaccess-admin-ui-6.0.3.2.Jjar

<PA Home>/lib/pingaccess-—
cli-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-cli-6.0.1.0.Jjar, <PA Home>/
lib/pingaccess-cli-6.0.2.0.jar

or <PA Home>/lib/pingaccess-—
cli-6.0.3.2.Jar

<PA Home>/lib/pingaccess-config-
spring-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-config-spring-6.0.1.0.jar
<PA Home>/lib/pingaccess-config-
spring-6.0.2.0.jar, Or <PA Home>/1lib/
pingaccess-config-spring-6.0.3.2.jar

<PA Home>/lib/pingaccess-—
core-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-core-6.0.2.0.jar

or <PA Home>/lib/pingaccess-—
core-6.0.3.2.Jar

<PA Home>/lib/pingaccess-
admin-6.0.4.0.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.4.0.jar

<PA Home>/lib/pingaccess-
cli-6.0.4.0.jar

<PA Home>/lib/pingaccess-config-
spring-6.0.4.0.Jar

<PA Home>/lib/pingaccess-
core-6.0.4.0.Jar
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Original File Name New File Name
<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
engine-6.0.0.3.jar, <PA Home>/1lib/ engine-6.0.4.0.jar

pingaccess-engine-6.0.1.0.jar

<PA Home>/lib/pingaccess-—
engine-6.0.2.0.jar, of <PA Home>/1lib/
pingaccess-engine-6.0.3.2.jar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
database-6.0.0.3.jar, <PA Home>/1lib/ database-6.0.4.0.jar
pingaccess-database-6.0.1.0.Jar

<PA Home>/lib/pingaccess-—

database-6.0.2.0.jar, Or <PA Home>/1lib/
pingaccess-database-6.0.3.2.Jar

5. Compare the following files to the new versions. Manually copy the changes in the new version into the
original version to avoid overwriting any custom changes to the original version. If the original version
has not been customized, you can replace the original version with the new versions without making
manual changes.

= <PA Home>/conf/run.properties
6. Restart PingAccess.

PingAccess 6.0.3 - May 2020
These enhancements and issue fixes are included in PingAccess 6.0.3, released in May 2020.

PingAccess 6.0.3 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019 on page 17.

Resolved issues

Ticket ID Description
PA-12804 Fixed incorrect handling of non-standard HTTP authorization request header
formats.

Maintenance Package Upgrade

You can upgrade from version 6.0, 6.0.1, or 6.0.2 to version 6.0.3 using the maintenance package
upgrade. See Upgrading to version 6.0.3 using the incremental update package on page 11 for more
information.

Upgrading to version 6.0.3 using the incremental update package
You can upgrade from version 6.0, 6.0.1, or 6.0.2 to version 6.0.3 using the incremental update package.

Before you begin

Download the incremental update package . zip file, copy it to each PingAccess system, and extract it.

About this task

@ : This procedure involves manual modification of PingAccess files. If you are not
comfortable moving and editing these files, use the upgrade utility instead.

If your environment includes a cluster, perform this procedure on each node.
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1. Make a backup copy of the PingAccess home directory.
If the upgrade fails, you can use the backup copy to restore PingAccess.
2. Stop PingAccess.
3. Replace the following files with the identically-named versions in the . zip file.

4. Replace the following files. The names of these files have changed because the file name includes the
version. Verify that the new version is added to the indicated directory and the old version is deleted.

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationDependentFieldOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/package-tree.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Exchange.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/
TargetHost.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Request.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Headers.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/localization/class-use/
LocalizedMessageResolver.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/policy/package-tree.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/identity/class-use/

Identity.html

<PA Home>/sdk/apidocs/overview-tree.html

Original File Name

New File Name

Copyright ©2022

<PA Home>/lib/pingaccess-—
admin-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-admin-6.0.1.0.Jjar

or <PA Home>/lib/pingaccess-—
admin-6.0.2.0.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-admin-ui-6.0.1.0.jar
or <PA Home>/lib/pingaccess-admin-
ui-6.0.2.0.jar

<PA Home>/lib/pingaccess-—
cli-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-cli-6.0.1.0.jar

or <PA Home>/lib/pingaccess-—
cli-6.0.2.0.jar

<PA Home>/lib/pingaccess-config-
spring-6.0.0.3.jar, <PA Home>/1lib/
pingaccess-config-spring-6.0.1.0.Jjar
or <PA Home>/lib/pingaccess-config-
spring-6.0.2.0.jar

<PA Home>/lib/pingaccess-—
core-6.0.0.3.jar or <PA Home>/1lib/
pingaccess-core-6.0.2.0.jar

<PA Home>/lib/pingaccess-—
admin-6.0.3.2.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.3.2.jar

<PA Home>/lib/pingaccess-—
cli-6.0.3.2.jar

<PA Home>/lib/pingaccess-config-
spring-6.0.3.2.jar

<PA Home>/lib/pingaccess-—
core-6.0.3.2.jar
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Original File Name

New File Name

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
engine-6.0.0.3.jar, <PA Home>/1lib/ engine-6.0.3.2.jar
pingaccess-engine-6.0.1.0.jar

or <PA Home>/lib/pingaccess-—

engine-6.0.2.0.jar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
database-6.0.0.3.Jjar, <PA Home>/1lib/ database-6.0.3.2.jar
pingaccess-database-6.0.1.0.Jar

or <PA Home>/lib/pingaccess-—

database-6.0.2.0.jar

5. Compare the following files to the new versions. Manually copy the changes in the new version into the
original version to avoid overwriting any custom changes to the original version. If the original version
has not been customized, you can replace the original version with the new versions without making

manual changes.

= <PA Home>/conf/run.properties

6. Restart PingAccess.

PingAccess 6.0.2 - May 2020
These enhancements and issue fixes are included in PingAccess 6.0.2, released in May 2020.

PingAccess 6.0.2 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019 on page 17.

Resolved issues

Ticket ID
PA-12666

PA-12707

PA-12717
PA-12638
PA-12718
PA-12667

PA-12645
PA-12641

PA-12586

Copyright ©2022

Description

Fixed an issue preventing ACME support from functioning after an upgrade
from PingAccess 5.3 or earlier to version 6.0.1.

Fixed an issue that caused the pf.ssl.ciphers,
provider.ssl.ciphers, and pl4c.ssl.ciphers properties in the
run.properties file to be ignored if the corresponding protocols properties
were not set, and caused Openld provider connections to fail with errors if the
corresponding protocols properties were set.

Fixed an issue that prevented a key pair with chain certificates from being
managed using ACME.

Fixed an issue that prevented changes to an application from being saved if
the only change was a switch to manual resource ordering.

Fixed an issue that prevented ACME certificate renewal if the administrative
node was shut down during a renewal.

Fixed an issue that caused PingDataGovernance rules to process the body of
POST requests incorrectly.

Refined application of SameSite parameter to improve compatibility.

Fixed an issue with the SameSite parameter that could prevent cookies from
being cleared on logout.

Fixed an issue causing excessive logging of failed admin API requests.
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Ticket ID Description

PA-12735 Fixed an issue that caused the search function for rules and rule sets to be
case-sensitive.

PA-12623 Fixed an issue that prevented availability handling, such as retries, after a
failed request to an implicit third-party service.

PA-12581 Fixed an issue that caused engine nodes to fail if an application was
configured with a trailing space in the context root.

PA-12627 Fixed an issue that stopped PingAccess from retrying after a failed TLS
handshake.

Maintenance Package Upgrade

You can upgrade from version 6.0 or 6.0.1 to version 6.0.2 using the maintenance package upgrade. See
Upgrading to version 6.0.2 using the incremental update package on page 14 for more information.

Upgrading to version 6.0.2 using the incremental update package
You can upgrade from version 6.0 or 6.0.1 to version 6.0.2 using the incremental update package.

Before you begin

Download the incremental update package . zip file, copy it to each PingAccess system, and extract it.
About this task

@ . This procedure involves manual modification of PingAccess files. If you are not
comfortable moving and editing these files, use the upgrade utility instead.

If your environment includes a cluster, perform this procedure on each node.

Steps

1. Make a backup copy of the PingAccess home directory.
If the upgrade fails, you can use the backup copy to restore PingAccess.
2. Stop PingAccess.
3. Replace the following files with the identically-named versions in the . zip file.

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationDependentFieldOption.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationOption.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/package-tree.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Exchange.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/
TargetHost.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Request.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Headers.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/localization/class-use/
LocalizedMessageResolver.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/policy/package-tree.html

= <PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/identity/class-use/
Identity.html

= <PA Home>/sdk/apidocs/overview-tree.html
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4. Replace the following files. The names of these files have changed because the file name includes the
version. Verify that the new version is added to the indicated directory and the old version is deleted.

Original File Name New File Name

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
admin-6.0.0.3.jar of <PA Home>/1lib/ admin-6.0.2.0.jar
pingaccess-admin-6.0.1.0.jar

<PA Home>/lib/pingaccess-admin- <PA Home>/lib/pingaccess-admin-
ui-6.0.0.3.jar or <PA Home>/1lib/ ui-6.0.2.0.jar
pingaccess-admin-ui-6.0.1.0.Jjar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
cli-6.0.0.3.jar or <PA Home>/1lib/ cli-6.0.2.0.jar
pingaccess-cli-6.0.1.0.jar

<PA Home>/lib/pingaccess-config- <PA Home>/lib/pingaccess-config-
spring-6.0.0.3.jar of <PA Home>/1lib/ spring-6.0.2.0.Jjar
pingaccess-config-spring-6.0.1.0.jar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
core-6.0.0.3.jar core-6.0.2.0.Jar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
engine-6.0.0.3.jar ofr <PA Home>/1lib/ engine-6.0.2.0.jar

pingaccess-engine-6.0.1.0.jar

<PA Home>/lib/pingaccess-— <PA Home>/lib/pingaccess-—
database-6.0.0.3.Jjar or <PA Home>/1lib/ database-6.0.2.0.Jjar
pingaccess-database-6.0.1.0.Jar

5. Compare the following files to the new versions. Manually copy the changes in the new version into the
original version to avoid overwriting any custom changes to the original version. If the original version
has not been customized, you can replace the original version with the new versions without making
manual changes.

. <PA_Home>/conf/run.properties

6. Restart PingAccess.

PingAccess 6.0.1 - March 2020
These enhancements and issue fixes are included in PingAccess 6.0.1, released in March 2020.

PingAccess 6.0.1 is a cumulative maintenance release for PingAccess 6.0, which introduced several

new features, including ACME certificate management, Amazon CloudHSM support, and a simplified
upgrade process, along with several other enhancements. For more information, see the release notes for
PingAccess 6.0 - December 2019 on page 17.

Enhancements
Incremental Update

You can now use the incremental update bundle to manually apply maintenance updates
without using the upgrade utility. See Upgrading to version 6.0.1 using the incremental
update package on page 16 for more information.

Resolved issues

Ticket ID Description

PA-12236 Fixed an issue causing requests to ACME challenge resources not to appear
in the engine audit log.
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Ticket ID Description

PA-12235 Fixed an issue causing some key pair certification statuses to become
unknown after ACME errors.

PA-12287 Fixed an issue causing one-time authorization rules to add quotation marks to
the login hint parameter.

PA-12221 Fixed an issue preventing the key pairs page from displaying after a
configuration import when ACME-managed keys were present.

PA-12234 Fixed an issue causing the Ul to ignore the default RSA key size.

PA-12217 Fixed an issue that caused ACME key pair management to fail after a replica
admin node promotion.

PA-12220 Fixed an issue causing ACME key pair management to hang for key pairs with
multiple invalid SANs.

PA-12239 Fixed an issue that caused ACME certificate renewal to be cancelled.

PA-12377 Fixed an issue that caused imports to fail when a rule set group included a
subsequently created rule set.

PA-12441 Fixed an issue causing the Groovy rule Ul not to expand to the longest line.

PA-12295 Fixed an issue that could cause database corruption after a failed import.

Maintenance Package Upgrade

You can upgrade from version 6.0 to version 6.0.1 using the maintenance package upgrade. See
Upgrading to version 6.0.1 using the incremental update package on page 16 for more information.

Upgrading to version 6.0.1 using the incremental update package
You can upgrade from version 6.0 to version 6.0.1 using the incremental update package.

Before you begin

Download the incremental update package . zip file, copy it to each PingAccess system, and extract it.
About this task

@ : This procedure involves manual modification of PingAccess files. If you are not
comfortable moving and editing these files, use the upgrade utility instead.

If your environment includes a cluster, perform this procedure on each node.

Steps

1. Make a backup copy of the PingAccess home directory.
If the upgrade fails, you can use the backup copy to restore PingAccess.
2. Stop PingAccess.
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3. Replace the following files with the identically-named versions in the . zip file.

4. Replace the following files. The names of these files have changed because the file name includes the
version. Verify that the new version is added to the indicated directory and the old version is deleted.

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationDependentFieldOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/class-use/
ConfigurationOption.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/ui/package-tree.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Exchange.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/
TargetHost.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Request.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/http/class-use/Headers.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/localization/class-use/
LocalizedMessageResolver.html

<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/policy/package-tree.html
<PA Home>/sdk/apidocs/com/pingidentity/pa/sdk/identity/class-use/

Identity.html

<PA Home>/sdk/apidocs/overview-tree.html

Original File Name

New File Name

<PA Home>/lib/pingaccess-
admin-6.0.0.3.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.0.3.jar

<PA Home>/lib/pingaccess-
cli-6.0.0.3.Jar

<PA Home>/lib/pingaccess-config-
spring-6.0.0.3.Jjar

<PA Home>/lib/pingaccess-
engine-6.0.0.3.jar

<PA Home>/lib/pingaccess-—
database-6.0.0.3.jar

<PA Home>/lib/pingaccess-
admin-6.0.1.0.jar

<PA Home>/lib/pingaccess-admin-
ui-6.0.1.0.jar

<PA Home>/lib/pingaccess-
cli-6.0.1.0.jar

<PA Home>/lib/pingaccess-config-
spring-6.0.1.0.Jar

<PA Home>/lib/pingaccess-
engine-6.0.1.0.jar

<PA Home>/lib/pingaccess-
database-6.0.1.0.jar

5. Restart PingAccess.

PingAccess 6.0 - December 2019
These enhancements and issue fixes are included in PingAccess 6.0, released in December 2019.

Enh

ancements

ACME certificate management

PingAccess can now use the Automated Certificate Management Environment (ACME)
protocol to obtain and automatically manage certificates indirectly signed by a well-known
certificate authority. See Managing certificates for key pairs with ACME on page 227 for

Amazon
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more information.

CloudHSM support

PingAccess now supports Amazon CloudHSM for creating and using the key pairs for
TLS handshakes. You can configure a hardware security module in the PingAccess user
interface, then select it during key pair creation to create the key pair on the hardware
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security module. See Adding an HSM provider on page 228 and Generating new key
pairs on page 225 for more information.

Simplified upgrade process

The upgrade utility has been included in the PingAccess distribution, simplifying the
upgrade process. See Upgrading your environment on page 64 for more information.

Dedicated location for third-party libraries

PingAccess now contains a dedicated folder, PA HOME/deploy, for third-party library
content. The contents of this directory are automatically migrated during an upgrade. See
SDK directory structure on page 338 for more information.

TLS 1.3 support
PingAccess now supports TLS 1.3 for inbound and outbound connections.

Added PingDataGovernance rules

Two new rule types, PingDataGovernance access control and PingDataGovernance
response filtering, have been added to support the use of data from PingDataGovernance
in access control and response filtering. See Adding PingDataGovernance access control
rules on page 200 and Adding PingDataGovernance response filtering rules on page

201 for more information.

OpenlID provider issuer URL control

When creating or editing an application, you can now enter an OpenlID Connect Provider
Issuer URL to replace the visible URL during authentication if the token provider supports
it. This feature is supported in PingFederate 9.2 and later. See Adding an application on
page 166 and Application Field Descriptions on page 166 for more information.

Performance improvements
Loading times in the user interface are significantly reduced in large environments.

Reload key pairs without restarting
You can now reload the Agent and Admin key pairs without restarting.

Added Ubuntu support
Canonical Ubuntu 18.04 has been added as a supported operating system.

One-time authorization rule

A new rule type, "One-time authorization," has been added to support one-time
authorization using client-initiated backchannel authentication. This rule type lets
PingAccess initiate a backend transaction to an OpenlID Provider that supports the CIBA
standard (initially supporting PingFederate 9.3+) so it can authorize a specific transaction
without redirecting the user to the OP, and without modification of the user's session at
either the OP or within PingAccess. See Adding one-time authorization rules on page
200 for more information.

Added garbage collection logging

PingAccess logging now includes java garbage collection logging. This logging is enabled
by default but can be disabled. See Garbage Collection Logging on page 55 for more
information.

Audit logging enabled by default
Audit logging for resources is now enabled by default in the user interface.
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Logging for heartbeat endpoint calls

PingAccess can now add an entry to the audit log when a call is made to the heartbeat API
endpoint. See Heartbeat endpoint on page 96 for more information.

Added PKCE support

Web sessions and Administrative SSO now include the option to use a Proof Key for
Code Exchange (PKCE). PKCE is a feature that further secures the OAuth Code flow
from authorization code interception attack using a dynamic one-time cryptographically
secure code and verification mechanism between the client and authorization server. See
Creating web sessions on page 215 and Configuring admin Ul SSO authentication on
page 242 for more information.

Improved CSR response flow

When adding a CSR response to a key pair, the Ul now includes an option for including
chain certificates and no longer requires a trusted certificate group selection. See
Importing certificate signing request responses on page 226 for more information.

JMX read-only access to backend connection pools

The pa.mbean.site.connection.pool.enable parameterin run.properties
can be used to enable JMX read-only access to backend connection pools, which can
be useful when troubleshooting latency issues. See Configuration file reference on page
109 for more information.

Additional SameSite customization

The pa.websession.cookie.sameSiteExcludedUserAgentPatterns parameter
in run.properties can be used to customize which browsers have the SameSite
property omitted or set to None. See Configuration file reference on page 109 for more
information.

Resolved issues

Ticket ID Description

N/A Fixed potential security issues.

PA-12168 Fixed an issue that sometimes caused PingAccess to be disconnected from
the database after a failed import.

PA-12195 Fixed an issue that caused configuration imports on RHEL systems to
frequently fail to reconnect to the database.

PA-11856 Fixed an issue preventing upgrade of Network Range Rules from versions
earlier than 5.0 if headerValueLocation was set to an invalid value.

PA-12043 Fixed an issue causing warnings from configuration imports not to be
displayed.

PA-10461 Fixed an issue that caused upgrades to fail if the h2 library had been upgraded
independently.

PA-10898 Fixed an issue causing the Admin API to sometimes use an incorrect proxy
configuration.

PA-11938 / PA-11912 Fixed a set of issues with OIDC and token providers after a configuration
import or upgrade.

PA-11847 Updated PingAccess to automatically not set the SameSite attribute in
additional browsers.
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Ticket ID
PA-11941

PA-11674

PA-11857
PA-11821

PA-11503 / PA-11187

PA-11687

PA-11574
PA-11508

PA-11497

PA-11579

PA-10909

PA-11371

PA-11388

PA-11510

PA-11528

PA-11181

PA-11545

PA-11664
PA-11703

PA-11656

PA-11712
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Description

Fixed an issue causing PingAccess to incorrectly process 100 Continue
HTTP responses.

Fixed an issue causing PingAccess authentication to break after a
PingFederate upgrade.

Fixed an issue causing slow performance in API application calls.

Specified a value for the Limi tNOFILE property in the
pingaccess.service file.

Updated the handling of the SameSite cookie attribute to avoid browser-
specific issues. See Creating web sessions on page 215 for more
information.

Fixed an issue causing the Linux installer to misinterpret line endings,
preventing installation or upgrade.

Fixed an issue that caused values of 0 not to display in the user interface.

Fixed an issue that prevented PingAccess from starting on a Windows system
with a version of OpenJDK 11 without minor releases.

Fixed an issue that required re-authentication for administrators when an
auditor role property was edited.

Fixed an issue that caused Admin SSO roles to be inaccessible when PingOne
was configured as the token provider.

Fixed an issue that caused recurring Ul logout warnings when the local time
differed from the server time.

Fixed an issue causing some user interface sessions to expire without the
configured expiration warning.

Fixed an issue causing exports to be interrupted if an application resource was
edited while the export was in progress.

Corrected the error message displayed when the old password and new
password are identical during a password change.

Fixed an issue causing the AUDIT. targethost variable to be set even when
the target server did not respond.

Fixed an issue causing some wildcards in some virtual host domain names to
be processed incorrectly.

Fixed an issue that caused the SameSite cookie attribute to be dropped when
a rewrite cookie rule was used.

Updated access token validators to no longer require the subject attribute.

Fixed an issue that caused the pingaccess.log to exclude details about Groovy
syntax errors.

Fixed an issue that caused the admin console database to temporarily grow
significantly larger during an upgrade.

Fixed an issue causing the API audit log to incorrectly report the round trip
time for API calls.

Known issues and limitations
This list details the known issues and limitations of PingAccess.
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Known issues

= Depending on the source version, the upgrade process may change the default settings for
the SameSite cookie attribute to make PingAccess cookies work on all browsers. Review the
settings for each web session in Access# Web Sessions to verify that your SameSite cookie
attribute values are set to None or Lax, depending on the third-party context needs for PA
cookies.

= Use of TLSv1.0 has been maintained for use by legacy versions of Internet Explorer. Since
continued use of TLSv1.0 is not recommended for security reasons, users should upgrade to
the latest version of Internet Explorer to make use of the more secure TLSv1.1, TLSv1.2, or
TLSv1.3.

= PingAccess may have difficulty maintaining TLS 1.3 connections when using JDK 11.0.0, 11.0.1,
or 11.0.2 because of a defect in those versions. This might cause upgrades to fail on systems
using these versions.

= Engines and admin replicas do not connect to admin console if a combination of IP addresses
and DNS names are used.

= The token processor can't connect to a JWKS endpoint via SSL when an IP is used rather than a
hostname. To workaround this issue, add the hostname as the subject alt name on the key pair.

= When using Internet Explorer 11, you may not be able to view the full application or resource
policy because the scroll bar is missing.

= If you create multiple virtual hosts with a shared hostname and associate the hostname with
a server key pair, the virtual hosts retain the connection with the server key pair even if they
are subsequently renamed. The virtual host must be deleted and recreated to remove the
association.

= If PingFederate is configured to use HTTP for runtime endpoints and configured as the token
provider, PingAccess does not correctly recognize the endpoint setting and fails to communicate
with PingFederate.

= Upgrades will fail with a risk-based authorization rule if a third-party service is not used in the
rule.

= Log files may contain excessive warnings issued by Hibernate during startup.

= Asynchronous front-channel logout might fail in some browsers depending on end-user settings.
See https://support.pingidentity.com/s/article/Managing-Single-Log-Out-in-different-browsers for
browser-specific workarounds.

= After starting PingAccess for the first time on a Windows system or upgrading PingAccess on
a Windows system, a warning message is logged reporting that the pa . jwk file was not made
non-executable. This message can be ignored.

Known limitations

= Internet Explorer and Firefox do not correctly support the HTML5 time tag. When using the Time
Range rule, enter time in 24-hour format.

=  When installing PingAccess as a Windows service using Windows PowerShell and Java 8, the
error message "Could not find or load main class" can be safely ignored.

= Request Preservation is not supported with Safari Private Browsing.

= When using IE 11 to access the PingAccess admin console remotely, a fully qualified domain
name or IP address must be specified. For example, https://console.site.com:9000
and https://172.17.8.252:9000 will work, while specifying only the host name, https://
console: 9000, will not.

= Incorrect handling for IPv6 literals in Host header. Note that IPv6 is not currently supported.
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Upgrade considerations
Several specific changes in PingAccess may require additional steps during an upgrade to the latest
version.

Groovy changes

If you created Groovy scripts in PingAccess 4.3 or earlier, your Groovy scripts may use undocumented
capabilities that no longer function in PingAccess 5.0 or later.

To check your scripts, you can review your scripts with the current Groovy Development Reference Guide,
or use a test environment to evaluate the scripts.

To use a test environment:

1. Install PingAccess 5.0 or later. This installation is only used for script evaluation purposes.

2. Import your existing groovy scripts to the new environment. You can script this process using the Admin
APlIs.

3. Review the logs and the JSON error message from the Admin API. If a script is not compatible with
PingAccess 5.0 or later, the import fails, and the log or message indicates the cause of the failure.

4. Review the scripts that failed to import into PingAccess 5.0. Scripts that are not compatible with
PingAccess 5.0 or later must be evaluated and updated or replaced.

Zero downtime upgrade version support

The zero downtime upgrade procedure is not supported for initial versions earlier than 4.2.3. If you are
using an earlier version, you must upgrade using the standard upgrade process.

Performing a zero downtime upgrade from 6.0, 6.0.1, 6.0.2, or 6.0.3 to a later version

If you are using PingAccess 6.0, 6.0.1, 6.0.2, or 6.0.3, zero downtime upgrades to later versions can fail
due to PKCE changes.

To prevent this issue, edit your existing web sessions and enable PKCE support.

Click Access and then click Web Sessions# Web Sessions.

Expand the web session and click e
Click Show Advanced.

Click Enable PKCE.

Edit the web session. Click Save.

Repeat these steps for each web session.

o gk w e

PingAccess Policy Migration Release Notes

Release Notes
These release notes summarize the changes in current and previous PingAccess Policy Migration updates.
PingAccess Policy Migration (PAPM) simplifies Access Management infrastructure migration from CA
SSO (Siteminder) and Oracle Access Manager (OAM) to PingAccess. PAPM enables the easy migration

of policy and configuration from the existing system to PingAccess, allowing for easier configuration of
PingAccess applications and policies while keeping existing policy behavior.

PingAccess Policy Migration 2.0 - December 2018
These enhancements and issue fixes are included in PingAccess Policy Migration 2.0, released in
December 2018.

Release details
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= PingAccess Policy Migration 2.0 is a new major release for PingAccess Policy Migration.
= PingAccess Policy Migration 2.0 introduces several new features, including:

= Policy Automation
= Policy Testing
= Monitoring Dashboard
= PingAccess Policy Migration 2.0 removes support for Internet Explorer 11.

Resolved issues

= PPAT-384: Fixed an issue where an error was encountered during the import of migration data.

Known limitations

= The uploaded migration file name is hidden when using the IE11 or Edge browsers.
= PingAccess Policy Migration may create rule names that are too long to display in some versions of the
PingAccess Ul. These rule names may be replaced by an ellipsis.

= An error occurs when adding a PingFederate template if the connection is WS-Trust and browser SSO
is not enabled.

Known issues

= PingAccess Policy Migration sets the application context root for migrated applications to /. Because
each Virtual Host/Context Root combination must be unique, this prevents the creation of more than
one application per virtual host.

= Deletion of an import file does not immediately remove the file from the file selection dropdown list.

= If PingAccess or PingFederate servers are not available when migrating configuration, the request may
hang for a long time

= Audit record backups are archived as .txt files instead of compressed .csv files.

=  PAPM will not migrate an application where the name contains a “/” character.

= Ul elements may overlap if the browser width is below 1280 pixels. For optimal user experience, use a
browser window size of 1280px x 1024px or larger.

PingAccess Policy Migration 1.0.1 - August 2018
These enhancements and issue fixes are included in PingAccess Policy Migration 1.0.1, released in
August 2018.

Release details
= PingAccess Policy Migration 1.0.1 is a cumulative maintenance release for PingAccess Policy

Migration 1.0, which was the first release of this product. For information on PingAccess Policy
Migration 1.0, see the release notes.

= PingAccess Policy Migration 1.0.1 introduces an upgrade utility to allow for easy upgrade of
PingAccess Policy Migration to the most recent version.

Resolved issues
= PPAT-101: Fixed a potential security issue.

= PPAT-365: Fixed an issue where migration would fail if an agent configuration value exceeded 2000
characters.

Known limitations

= The uploaded migration file name is hidden when using the IE11 or Edge browsers.
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= PingAccess Policy Migration may create rule names that are too long to display in some versions of the
PingAccess Ul. These rule names may be replaced by an ellipsis.

= An error occurs when adding a PingFederate template if the connection is WS-Trust and browser SSO
is not enabled.

Known issues

= PingAccess Policy Migration sets the application context root for migrated applications to /. Because
each Virtual Host/Context Root combination must be unique, this prevents the creation of more than
one application per virtual host.

= Deletion of an import file does not immediately remove the file from the file selection dropdown list.

= If PingAccess or PingFederate servers are not available when migrating configuration, the request may
hang for a long time

= Audit record backups are archived as .txt files instead of compressed .csv files.

= PAPM will not migrate an application where the name contains a “/” character.

= Ul elements may overlap if the browser width is below 1280 pixels. For optimal user experience, use a
browser window size of 1280px x 1024px or larger.

PingAccess Policy Migration 1.0 - June 2018
These enhancements and issue fixes are included in PingAccess Policy Migration 1.0, released in June
2018.

Release details

= This is the first release of this product.

Known limitations

= The uploaded migration file name is hidden when using the IE11 or Edge browsers.

= PingAccess Policy Migration may create rule names that are too long to display in some versions of the
PingAccess Ul. These rule names may be replaced by an ellipsis.

= An error occurs when adding a PingFederate template if the connection is WS-Trust and browser SSO
is not enabled.

Known issues

= PingAccess Policy Migration sets the application context root for migrated applications to /. Because
each Virtual Host/Context Root combination must be unique, this prevents the creation of more than
one application per virtual host.

= Deletion of an import file does not immediately remove the file from the file selection dropdown list.

= If PingAccess or PingFederate servers are not available when migrating configuration, the request may
hang for a long time

= Audit record backups are archived as .txt files instead of compressed .csv files.

= PAPM will not migrate an application where the name contains a “/” character.

= Ul elements may overlap if the browser width is below 1280 pixels. For optimal user experience, use a
browser window size of 1280px x 1024px or larger.
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About PingAccess

PingAccess overview

This document provides an overview of PingAccess.

Use this document to gain an understanding of the product, to learn about what you can do, and to
discover the many features it provides. To get the most from PingAccess, users should read about and
understand the concepts included in this document.

As you learn about PingAccess features and functions, review PingAccess scenario documentation for
steps to configure them. For a comprehensive set of instructions for using the PingAccess interface, see
the PingAccess User Interface Reference Guide.

This document answers the following questions:

=  What is PingAccess? on page 25

=  What can | do with PingAccess? on page 26

= How does PingAccess work? on page 28

=  What can | configure with PingAccess? on page 30

What is PingAccess?

PingAccess is an identity-enabled access management product that protects Web Applications and APIs
by applying security policies to client requests.

In simpler terms, PingAccess allows you to protect sites, APIs, and other resources using rules and other
authentication criteria. It works in conjunction with PingFederate or other common token provider via the
OAuth 2.0 and OpenlID Connect protocols to integrate identity-based access management policies via a
federated corporate identity store using open standards access protocols.

PingAccess for Azure AD

PingAccess for Azure AD is a free version of PingAccess for users of Microsoft's Azure AD that allows you
to protect up to 20 applications.

The goal of this solution is to allow for greater control over the access to legacy on-premise applications
through the use of PingAccess Identity Mapping functionality.

This free version includes a limited feature set that is intended to support the basic requirements for
application protection using this solution. Users of PingAccess for Azure AD are able to upgrade to a full
license that will allow the use of the full PingAccess feature set.

@ Important: When your PingAccess for Azure AD license expires, access to the admin APl is
removed and you are unable to configure the product. Though managed access to configured applications
continues, you must upload a new license file before you can make any additional configuration changes.

@ Upgrade notice: PingAccess for Azure AD provides a limited feature set that may not be compatible
with existing PingAccess configurations. For this reason, upgrading from an earlier full version of
PingAccess to PingAccess for Azure AD is not supported.

The following table details the available functionality on each of the PingAccess versions, both in the
PingAccess user interface and the API.
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Functionality PingAccess PingAccess for Azure AD

Create applications Yes Limited to 20 web session
applications.

Create site authenticators Yes Limited to Basic and Mutual TLS.

Configure identity mappings Yes Limited to Header and JWT.

Create load balancing strategies | Yes Limited to Header-Based and
Round Robin.

Configure web sessions Yes Limited to web sessions with

OIDC login type CODE.

Configure token provider Yes Limited to Microsoft Azure AD
authentication source.

Export/Import configuration Yes Limited to configurations that
includes only features permitted
by license type.

Configure policies Yes No
Specify authentication Yes No
requirements

Create and configure custom Yes No
plugins using the SDK

Configure sites Yes Yes
Configure agents Yes Yes
Create virtual hosts Yes Yes
Configure unknown resource Yes Yes
handling

Configure availability profiles Yes Yes
Configure HTTP request handling | Yes Yes
Configure listeners Yes Yes
Configure forward proxy settings | Yes Yes
Manage certificates Yes Yes
Manage key pairs Yes Yes
Configure administrator Yes Yes
authentication

Configure clustering Yes Yes
Manage licenses Yes Yes

What can | do with PingAccess?

PingAccess provides a highly customizable solution to identity access management that allows you to
control access in a variety of ways by specifying a wide range of conditions that must be satisfied.
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Read the following sections to discover the methods PingAccess uses to control access and perform
system functions. To learn more about the configuration required for any of the following topics, see
PingAccess configuration scenarios on support.pingidentity.com/s/documentation.

The main functionality of PingAccess is to allow you to protect an application or API. You can:

= Use PingAccess to protect the application and API resources to which client requests are forwarded.

= Partition applications for tighter access control through the use of resources.

= Customize configuration of site authenticators and authentication requirements to suit the security
needs of your organization.

= Incorporate legacy authentication mechanisms through Token Mediation.

= Apply policies to define how and when a client can access target resources.

Customize your identity access management configuration with the following features.

Apply policies
Use policies, made up of rules, set of rules, or groups of rule sets applied to an application
and its resources, to define how and when a client can access target sites. Rules are the
building blocks for access control and request processing.

Backup and restore
Backup or restore a PingAccess configuration with just a few clicks.

Configure a token provider
PingAccess can be configured to use PingFederate as the token provider or may be
configured to use a common token provider via the OAuth 2.0 or OpenlD Connect
protocols.

Configure administrator authentication
Allow administrators to authenticate with a simple username and password, or configure
them to authenticate via SSO or APl in conjunction with PingFederate.

Configure advanced network settings
Create an availability profile to determine how you want to classify a target server as
having failed, configure listener ports, define a load balancing strategy, or use HTTP
Requests to match a served resource with the originating client.

Configure logging
Capture several log types, including those for the engine, security auditing, and cookies.
Store logs in Splunk, in an Oracle, PostgreSQL, or SQL Server database, or in a file.

Configure Single Logout
End PingAccess sessions easily when used in conjunction with PingFederate managed
sessions or compatible third party OpenID Connect providers.

Create clusters
Deploy PingAccess in a clustered environment to provide higher scalability and availability
for critical services. Use subclusters to provide better scaling of large PingAccess
deployments by allowing multiple engine nodes in the configuration to share information.
Place a load balancer in front of each subcluster in order to distribute connections to the
nodes in the subcluster.

Customize PingAccess look and feel
Customize and localize the PingAccess pages your users will see, including those for error
messages and logout confirmation.

Customize with SDKs
Customize development with SDKs to extend the functionality of the PingAccess server.

Manage certificates and key pairs
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Import certificates to establish trust with certificates presented during secure HTTPS
sessions. Import or generate key pairs that include the private key and X.509 certificate
required for HTTPS communication.

Manage sessions

Use web sessions to define the policies for web application session creation, lifetime,
timeout, and scope. Use multiple web sessions to scope the session to meet the needs
of a target set of applications. Web sessions improve the security model of the session by
preventing unrelated applications from impersonating the end user.

Manually configure runtime parameters
Use a text editor to modify configuration file settings used by PingAccess at runtime.
Protect an application or API

Use PingAccess to protect the application and API resources to which client requests are
forwarded. Partition applications for tighter access control through the use of resources.
Customize configuration of site authenticators and authentication requirements to suit the
security needs of your organization.

Tune performance
Optimize a wide variety of PingAccess components for maximum performance.
Upgrade an existing installation

Easily upgrade an existing installation using the installer, or more carefully manage the
upgrade process with the PingAccess Upgrade Utility.

Use APIs

Use the PingAccess APIs to provide a powerful configuration and management experience
outside the PingAccess user interface.

How does PingAccess work?

Access requests are either routed through a PingAccess Gateway to the target Site, or they are intercepted
at the target web application server by a PingAccess Agent, which in turn coordinates access policy
decisions with a PingAccess Policy Server.

In either instance, policies applied to access requests for the target Application are evaluated, and
PingAccess makes a policy-based decision to grant or deny access to the requested resource. When
access is granted, client requests and server responses can be modified to provide additional identity
information required by the target Application.

WAM session initiation
When a user authenticates, PingAccess applies the application and resource-level policies to the request.

Once policy evaluation is passed, any required token mediation between the back-end Site and the
authenticated user is performed. The user is then granted access to the Site.
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Processing steps:

1. When a user requests access to a Web resource from PingAccess, PingAccess inspects the request for
a PingAccess Token.

2. If the PA Token is missing, PingAccess redirects the user to an OpenID Connect Provider (OP) for
authentication.

@ Info: When using an OP, an OAuth Client must already be configured in PingAccess. For steps
on configuring an OAuth Client within PingFederate, see the PingFederate Administrator's Manual.
To configure the OAuth Client within PingAccess, see the PingAccess scenario to Configure a Token
Provider.

3. The OP follows the appropriate authentication process, evaluates domain-level policies, and issues an
OpenID Connect (OIDC) ID Token to PingAccess.

4. PingAccess validates the ID Token and issues a PA Token and sends it to the browser in a cookie
during a redirect to the original target resource. Upon gaining access to the resource, PingAccess
evaluates application and resource-level policies and optionally audits the request.

@ Info: PingAccess can perform Token Mediation by exchanging the PA Token for the appropriate
security token from the PingFederate STS or from a cache (if token mediation occurred recently).

5. PingAccess forwards the request to the target site.
6. PingAccess processes the response from the site to the browser (step not shown).

@ Info: See the Session Management scenario for more information.

Token mediation

When planning a PingAccess deployment, it is necessary to take inventory of existing applications,
and their authentication requirements and mechanisms. When an existing token-based authentication
mechanism is in use, retrofitting that mechanism may not always be desirable or cost-effective.

Token Mediation allows a PingAccess gateway to use a PingFederate token generator to exchange the
PA Token or an OAuth Bearer Token for a security token used by the foreign authentication system. The
access request is transparent to the user, allowing PingAccess to transparently manage access to systems
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using those foreign tokens. The request is also transparent to the protected application, which handles the
access request as if it came from the user directly. Once token mediation has occurred, the token used for
accessing the application is cached for continued use during the session.

The following illustration shows an example of token mediation using PingFederate to exchange a PA
Token or OAuth Bearer Token for a different security token.

PingFederate’

| PingAccess’ 3 r@
LJ Sia

Processing steps:

1. A userrequests a Resource from PingAccess with a PA Token or OAuth Bearer Token.

@ Info: This example assumes the user has already obtained a PA Token or OAuth Bearer Token.
See the Session Management scenario for information on how users authenticate with PingFederate
and obtain a PA Token or OAuth Bearer Token.

2. PingAccess evaluates resource-level policies and performs token mediation by acquiring the
appropriate security token from the PingFederate STS specified by the Site Authenticator.

3. PingAccess sends the request to the Site (Web application) with the appropriate token.
4. PingAccess returns the response to the client (not shown).

What can | configure with PingAccess?

PingAccess includes a wide range of features that allow you to customize your identity access
management deployment.

To learn more about these features, read the following descriptions.

Agents

Agents are web server plugins that are installed on the web server hosting the target
application. Agents intercept client requests to protected applications and allow or deny the
request to proceed by consulting the Policy Manager or using cached information. Agents
communicate with the PingAccess Policy Server via the PingAccess Agent Protocol
(PAAP) which defines in detail the possible interactions between agents and Policy Server.
Agents have a name to identify them and a shared secret to authenticate with to Policy
Server. Agents do not need to be unique. There can be any number of agents using the
same name and secret and they are all treated equally by Policy Server. This is useful in
complex deployments where unique agents would be difficult to manage. Agents can be
assigned as the destination for one or more applications by name.
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Applications represent the protected web applications and APIs to which client requests
are sent. Applications are composed of one or more resources and have a common Virtual
Host and Context Root and correspond to a single target site. Applications also use a
common Web Session and Identity Mapping. Access control and request processing rules
can be applied to applications and their resources on the Policy Manager page to protect
them. Applications can be protected by PingAccess Gateway or PingAccess Agent. In a
gateway deployment, the target application is specified as a Site. In an agent deployment,
the application destination is an Agent.

Authentication requirements

Authentication Requirements are policies that dictate how a user must authenticate before
access is granted to a protected Web Application. Authentication methods are string
values and ordered in a list by preference. At runtime, the type of authentication attempted
is determined by the order of the authentication methods.

For example, a user attempts to access a PingAccess Web Application configured with
an authentication requirement list containing the values (password, cert). PingAccess
redirects the user to PingFederate requesting either password or certificate user
authentication. PingFederate authenticates the user based on the password and issues
an OIDC ID Token to PingAccess (containing the authentication method that was used).
PingAccess ensures that the authentication method matched the requirements and
redirects the user to the originally requested Application with the PA cookie set. The user
navigates to the Application and access is granted. When the user attempts to access a
more sensitive Application, configured with an authentication requirement list containing
the value (cert), they are redirected to PingFederate to authenticate with a certificate.

If you configure Applications with authentication requirement lists that have no overlap.
For example, one list has (password), another list (cert), a user navigating between
Applications may be required to authenticate each time they visit an Application. When
configuring authentication requirement lists to protect higher value Applications with step-
up authentication, consider including stronger forms of authentication when configuring
lower value Applications.

Auth token management

Auth token management settings define the issuer and signing configuration used by JWT
identity mappings.

Availability profiles

Certificates
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Availability Profiles are used in a Site configuration to define how PingAccess classifies a
backend target server as failed. Sites require the selection of an availability profile, even if
only one target is provided.

If multiple targets are specified in a site configuration but a load balancing strategy is not
applied, then the Availability Profile will cause the first listed target in the site configuration
to be used unless it fails. Secondary targets will only be used if the first target is not
available.

Certificates are used to establish anchors used to define trust to certificates presented
during secure HTTPS connections. Outbound secure HTTPS connections such as
communication with PingFederate for OAuth access token validation, identity mediation,
and communication with a target Site require a certificate trusted by PingAccess. If one
does not exist, communication is not allowed.

Certificates used by PingAccess may be issued by a CA or self-signed. CA-issued
certificates are recommended to simplify trust establishment and minimize routine
certificate management operations. Implementations of an X.509-based PKI (PKIX)
typically have a set of root CAs that are trusted, and the root certificates are used
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to establish chains of trust to certificates presented by a client or a server during
communication.

The following formats for X.509 certificates are supported:

= Base64 encoded DER (PEM)
= Binary encoded DER
Clustering
PingAccess can be configured in a clustered environment to provide higher scalability and
availability for critical services.

PingAccess clusters are made up of three types of nodes:

Administrative Node
Provides the administrator with a configuration interface.
Replica Administrative Node

Provides the administrator with the ability to recover a failed administrative node
using a manual failover procedure.

Engine Node

Handles incoming client requests and evaluates policy decisions based on the
configuration replicated from the administrative node.

Any number of clustered engines can be configured in a cluster, but only one
administrative console and one replica administrative console can be configured in a
cluster.

Further use of subclusters provides better scaling of very large PingAccess deployments
by allowing multiple engine nodes in the configuration to share certain information.

HTTP requests

HTTP Requests are used to match a served resource with the originating client when
one or more reverse proxies are between the client and the served resource. For
example, when a reverse proxy sits between the client and the PingAccess server or a
PingAccess agent, the additional proxy might be identified as the client. Such proxies can
be configured to inject additional headers to relay the originating client address.

Identity Mappings
Identity mappings make user attributes available to back-end sites that use them for

authentication. There are multiple types of identity mappings, each with different behavior
and a distinct set of fields to specify the identity mapping behavior.

Key pairs

Key pairs are required for secure HTTPS communication. A Key Pair includes a private
key and an X.509 certificate. The certificate includes a public key and the metadata about
the owner of the private key.

PingAccess listens for client requests on the administrative console port and on the
PingAccess engine port. To enable these ports for HTTPS, the first time you start up
PingAccess, it generates and assigns a Key Pair for each port. These generated Key Pairs
are assigned on the HTTPS Listeners page.

Additionally, Key Pairs are used by the Mutual TLS Site Authenticator to authenticate
PingAccess to a target Site. When initiating communication, PingAccess presents the
client certificate from a Key Pair to the Site during the mutual TLS transaction. The Site
must be able to trust this certificate in order for authentication to succeed.

Listeners
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Listeners monitor ports for incoming requests. PingAccess can place listeners on ADMIN,
ENGINE, and AGENT ports.

Load balancing strategies

Load Balancing Strategies are used in a Site configuration to distribute the load between
multiple backend target servers. Load balancing settings are optional, and only available
if more than one target is listed for a site. This functionality can replace a load balancer
appliance between the PingAccess engine nodes and the target servers, allowing for a
simpler network architecture.

The Header-Based strategy requires a header be included in the request that defines the
target to select from the Site configuration. This strategy has an option to fall back if the
requested target is unavailable, or if the header is missing from the request.

The Round Robin strategy has a sticky session option that permits a browser session

to be pinned to a persistent backend target. This strategy works in conjunction with the
availability profile to select a target based on its availability, and the load balancer will not
select a target that is in a failed state.

Policies

The Policy Manager is a rich drag-and-drop interface where you can manage policies by
creating Rules, building Rule Sets and Rule Set Groups, and applying them to Applications
and Resources. Policies are rules, set of rules, or groups of rule sets applied to an
application and its resources. Policies define how and when a client can access target
Sites. When a client attempts to access an application resource identified in one of the
policy's Rules, Rule Sets, or Rule Set Groups, PingAccess uses the information contained
in the policy to decide whether the client can access the application resource and whether
any additional actions need to take place prior to granting access. Rules can restrict
access in a number of ways such as testing user attributes, time of day, request IP
addresses, or OAuth access token scopes. Rules can also perform request processing
such as modifying headers or rewriting URLS.

Proxies

Configure settings to authenticate with a forward proxy server when PingAccess makes
requests to sites or token providers.

Rules, Rule sets, and Rule set groups

Rules are the building blocks for access control and request processing. There are many
types of rules, each with different behavior and a distinct set of fields to specify the rule
behavior. Rule Sets allow you to group multiple Rules into re-usable sets which can be
applied to applications and resources. Rule set groups can contain rule sets or other rule
set groups, allowing the creation of hierarchies of rules to any level of depth. Rule sets and
rule set groups can be applied to applications and resources as required.

Sites

Sites are the target applications or APIs which PingAccess Gateway is protecting and to
which authorized client requests are ultimately forwarded to.

Site Authenticators

When a client attempts to access a target Web Site, that Site may limit access to only
authenticated clients. PingAccess integrates with those security models using Site
Authenticators. PingAccess supports a variety of Site Authenticators that range from basic
username/password authentication to certificate and token-based authentication. Create a
Site Authenticator for the type of authentication the Site requires.

Token provider

Token providers are used as a method of providing credentials for secure access to a
given target.
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Unknown resources

Unknown resources are resources for which there is no PingAccess definition. You can
specify the default and per-agent handling behavior for unknown resource requests and
configure custom error responses.

Virtual Hosts

Virtual Hosts enable PingAccess to protect multiple application domains and hosts. A
Virtual Host is defined by the host name and host port.

Web sessions

Web Sessions define the policy for Web application session creation, lifetime, timeouts,
and their scope. Multiple Web Sessions may be configured to scope the session to meet
the needs of a target set of applications. This improves the security model of the session
by preventing unrelated applications from impersonating the end user.

Installing PingAccess

Install PingAccess

This document provides instructions to install PingAccess.
PingAccess can be installed on:

= Linux
=  Windows

After you install PingAccess, you:

= Start PingAccess
= Access the admin console for the first time
= Change configuration database passwords on page 43

You can also:

= Stop PingAccess on page 44
= Run PingAccess as a service on page 44
= Uninstall PingAccess on page 47

Installation requirements
These sections detail system, hardware, and port requirements for installing PingAccess.

= System requirements
= Hardware requirements
= Port requirements on page 36

System requirements
PingAccess is certified as compatible for deployment and configuration with systems meeting these
requirements.

Ping Identity has qualified the following configurations and certified that they are compatible with the
product. Variations of these platforms (for example, differences in operating system version or service
pack) are supported up until the point at which an issue is suspected as being caused by the platform or
other required software.

@ Note: PingAccess supports IPv4 addressing. There is currently no support for IPv6 addressing.
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Operating systems

@O Note: PingAccess has been tested with default configurations of operating system components. If
your organization has customized implementations or has installed third-party plug-ins, deployment of the
PingAccess server may be affected.

= Alpine Linux 3.10

=  Amazon Linux 2

= Canonical Ubuntu 18.04

= Microsoft Windows Server 2016

= Microsoft Windows Server 2019

= Red Hat Enterprise Linux ES 6.10

= Red Hat Enterprise Linux ES 7.6

= Red Hat Enterprise Linux ES 8.0

= SUSE Linux Enterprise Server 12 SP3
= SUSE Linux Enterprise Server 15

Docker support
= Version: Docker 18.06.1 CE

= Host operating system: Canonical Ubuntu 16.04.5 LTS
= Version: Docker 18.09.0

= Host operating system: Canonical Ubuntu 18.04.1 LTS

Virtual systems

Although Ping Identity does not qualify or recommend any specific virtual-machine (VM) products,
PingAccess has been shown to run well on several, including VMWare, Xen, and Windows Hyper-V.

@ Info: This list of products is provided for example purposes only. We view all products in this category
equally. Ping ldentity accepts no responsibility for the performance of any specific virtualization software
and in no way guarantees the performance and/or interoperability of any VM software with its products.

Java environment

= Amazon Corretto 8 (64-hbit)

= Amazon Corretto 11 (64-hit)

= OpenJDK 11 (64-bit)

= Oracle Java SE Runtime Environment (Server JRE) 8 (64-bit)
= Oracle Java SE Development Kit (JDK) 11 (64-bit)

@ Note: Ping ldentity Java Support Policy applies. Refer to this article for more information.

PingFederate

= PingFederate 9.3
= PingFederate 10

Browsers for end users

= Google Android (Chrome)
= Google Chrome
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= Microsoft Edge

= Mozilla Firefox

= Internet Explorer 11 and higher
= Apple iOS (Safari)

= Apple Safari

Browsers for admin console

= Google Chrome
= Mozilla Firefox
= Internet Explorer 11 and higher

Audit event storage (external database)

= MS SQL Server 2016
= MS SQL Server 2017
= Oracle 11g R2

= Oracle 12c

= Oracle 19c

= PostgresSQL 9.6.1

= PostgresSQL 11.5

Hardware security module
=  AWS CloudHSM 3.0.0

Hardware requirements
PingAccess is supported on hardware that meets these requirements.

@ Info: Although it is possible to run PingAccess on less powerful hardware, the following guidelines
accommodate disk space for default logging and auditing profiles and CPU resources for a moderate level
of concurrent request processing.

Although the requirements for different environments will vary, we recommend running PingAccess on
hardware that meets or exceeds these specifications:

= Multi-CPU/Cores (8 or more)
= 4GB of RAM
= 2.1 GB of available hard drive space

Port requirements

This table summarizes the ports and protocols that PingAccess uses to communicate with external
components. This information provides guidance for firewall administrators to ensure the correct ports are
available across network segments.

@ Info: Direction refers to the direction of requests relative to PingAccess. Inbound requests are
requests received by PingAccess from external components. Outbound requests are requests sent by
PingAccess to external components.
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Service

Port details

Source

Description

PingAccess
Administrative Console

Protocol: HTTPS
Transport: TCP
Default port: 9000

Destination: PingAccess
Admin Console

Direction: Inbound

PingAccess
Administrator

browser, PingAccess
administrative API
REST calls, PingAccess
Replica Admin and
clustered Engine nodes

Used for incoming
requests to the
PingAccess
administrative console.
Configurable using

the admin.port
property in the
run.properties file.
See the Configuration
file reference guide

for more information.
This port is also used
by clustered engine
nodes and the replica
admin node to pull
configuration data using
the admin REST API.

PingAccess Cluster
Communications Port

Protocol: HTTPS
Transport: TCP
Default port: 9090

Destination: PingAccess
Admin Console

Direction: Inbound

PingAccess
Administrator

browser, PingAccess
administrative API
REST calls, PingAccess
Replica Admin and
clustered Engine nodes

Used for incoming
requests where

the clustered

engines request their
configuration data.
Configurable using the
clusterconfig.port
property in the
run.properties file.
See the Configuration
file reference guide

for more information.
This port is also used
by clustered engine
nodes and the replica
admin node to pull
configuration data using
the admin REST API.

PingAccess Engine

Protocol: HTTP/HTTPS
Transport: TCP
Default port: 3000*

Destination: PingAccess
Engine

Direction: Inbound

Client Browser, Mobile
Devices, PingFederate
Engine

Used for incoming
requests to the
PingAccess runtime
engine. Configurable
using the Listeners
configuration page. See
the PingAccess user
interface reference guide
for more information.
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Service

Port details

Source

Description

PingAccess Agent

Protocol: HTTP/HTTPS
Transport: TCP
Default port: 3030

Destination: PingAccess
Engine

Direction: Inbound

PingAccess Agent

Used for incoming
Agent requests to

the PingAccess
runtime engine.
Configurable using the
agent.http.port
property of the
run.properties file.
See the Configuration
file reference guide for
more information.

PingFederate Traffic

Protocol: HTTPS
Transport: TCP
Default port: 9031

Destination:PingFederate

Direction: Outbound

PingAccess Engine

Used to validate OAuth
Access Tokens, ID
Tokens, make STS calls
for Identity Mediation,
and return authorized
information about a
user. Configurable using
the PingFederate
Settings page within
PingAccess. See

the PingAccess user
interface reference guide
for more information.

PingAccess Cluster
Traffic

Protocol: JGroups
Transport: TCP
Default port: 7610

Destination: PingAccess
Engine

Direction:Inbound

PingAccess Engine

Used for
communications
between engine

nodes in a cluster.
Configurable using the
run.properties file.
See the Configuration
file reference guide for
more information.

PingAccess Cluster
Traffic

Protocol: JGroups
Transport: TCP
Default port: 7710

Destination: PingAccess
Engine

Direction:Inbound

PingAccess Engine

Used by other nodes

in the cluster as part

of the cluster's failure-
detection mechanism.
Configurable using the
run.properties file.
See the Configuration
file reference guide for
more information.

PingAccess Cluster
Traffic

Protocol: JGroups
Transport: UDP
Default port: 7500

Destination: PingAccess
Engine

Direction: Inbound

PingAccess Engine

Used by other nodes
in the same cluster

to share information.
Configurable using the
run.properties file.
See the Configuration
file reference guide for
more information.
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*In addition to port 3000, additional engine listener ports defined in the configuration need to be open as
well.

Install PingAccess on Linux
You can install PingAccess on a SUSE Linux system.

Before you begin
Prior to starting the installation, the following prerequisites must be satisfied:

= Ensure the installation requirements are met.
= Ensure you are logged on to your system with appropriate privileges to install and run an application.

@ Note: on Linux, we recommend that you install and run PingAccess as a non-root user.

= A supported Java runtime must be installed.

= The System or User Environment Variable JAVA_HOME must exist and be set to a value that
represents the location of your Java installation (ie; usr/java/jdk 1.8.0 74).

= The JRE /bin directory (ie; usr/1ib64/jvm/jre/bin) path must be added to the PATH variable so
it is available for scripts that depend on it.

= You must have a pingaccess. lic license file.

@ Note: If you do not have one, you can request an evaluation key at the Request a License Key
page (www.pingidentity.com/content/pic/en/products/request-license-key.html).
During the first run of PingAccess, you will be prompted to upload the license file via the Ul.

Steps

1. Download the distribution ZIP file.
2. Extract the distribution ZIP file into your installation directory.

Results

® Tip: If you are deploying PingAccess in a cluster configuration, see PingAccess cluster configuration
documentation.

Install PingAccess on Windows using the installer
You can install PingAccess on a Windows system using the installer.

Before you begin
Prior to starting the installation, the following prerequisites must be satisfied:

= Ensure the installation requirements are met.
= Ensure that you are logged on to your system with appropriate privileges to install and run an
application.

@ Note: The Windows installer will ask for admin privileges during installation.

= A supported Java runtime must be installed.

= The System Environment Variable JAVA_HOME must exist and be set to a value that represents the
location of your Java installation (ie; C: \Program Files\Java\jre 1.8.0 91).

= The javapath directory path (ie; C: \Program Files\Oracle\Java\javapath) must be added to
the PATH variable.
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Steps

1. Download the PingAccess Windows installer.
2. Double-click on the icon to launch the PingAccess Setup Wizard.

3. Click Next and follow the prompts to complete the installation using the following information for the
Operational Mode that you select.

Operational Mode Requirements

Standalone Ports

= PingAccess administrative console: TCP 9000
= PingAccess agent protocol: TCP 3030

Clustered Admin Node | pgrts

= PingAccess administrative console: TCP 9000
= Configuration query port: TCP 9090

Clustered Replica Ports

Admin Node . . .
= PingAccess administrative console: TCP 9000

= Configuration query port: TCP 9090
Prerequisites

= A Clustered Admin Node must be installed and configured.

= A configuration data archive file for the Replica Admin Node must
be available. Consult PingAccess clustering documentation for more
information.

@ Note: We recommend that you install the Clustered Replica Admin
Node on a separate machine in the same network.

Clustered Engine Node |pgrts

= PingAccess agent protocol: TCP 3030
Prerequisites

= A Clustered Admin Node must be installed and configured.

= A configuration data archive file for the Clustered Engine Node must
be available. Consult PingAccess clustering documentation for more
information.

4. Copy the URL of the PingAccess admin console that is displayed on the final screen of the PingAccess
setup wizard, then click Finish.

5. To customize and finalize the PingAccess setup, paste the URL you copied into your web browser and
connect to the admin console of the instance you have just installed.

Install PingAccess on Windows from the command line
You can install PingAccess on a Windows system from the command line.

Before you begin
Prior to starting the installation, the following prerequisites must be satisfied:

= Ensure the installation requirements are met.
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= Ensure that you are logged on to your system with appropriate privileges to install and run an
application.

= A supported Java runtime must be installed.

= The System Environment Variable JAVA_HOME must exist and be set to a value that represents the
location of your Java installation (ie; C: \Program Files\Javaljre 1.8.0 91).

= The javapath directory path (ie; C: \Program Files\Oracle\Java\javapath) must be added to
the PATH variable.

Steps

1. Download the distribution ZIP file.
2. Extract the distribution ZIP file into your installation directory.

Start PingAccess

After you have installed PingAccess, you start the PingAccess service.

About this task

@O Note: If you installed PingAccess using the Windows installer, the service is installed and started
automatically.

Steps
1. In a command prompt or terminal window, change to the PingAccess bin directory:

= OnLinux: cd PA HOME/bin
= On Windows: cd PA HOME\bin

2. Start the run script for the platform:

= OnLinux: ./run.sh
= On Windows: run.bat

Results

Wait for the script to execute. PingAccess is started when you see the message “PingAccess running...” in
the command window.

Access the admin console for the first time

After you have installed and started PingAccess, you can access the admin console and perform
configuration and first-time logon tasks.

Steps

1. Launch your browser and go to: https://<DNS_NAME>:9000.
<DNS_NAME> is the fully-qualified name of the machine running PingAccess.

@ Info: If you have not yet installed a PingAccess license, the server will redirect you to the License
Upload screen outside of the main Ul. See the PingAccess User Interface Reference Guide for more
information.
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2. Sign in with the default username and password:
Username: Administrator

Password: 2Access
3. Read and accept the license agreement.
4. Change the default administrator password on the First Time Login page, then click Continue.

@ Info: The new password must conform to the rules specified by the
pa.admin.user.password.regex propery in run.properties.

The PingAccess administrative console appears.

Results

Upon a successful login, PingAccess creates a backup of the current configuration to allow the
administrator to revert any changes made. This backup is stored in PA HOME/data/archive.
The number of backup files can be controlled using the pa.backup. filesToKeep property in
run.properties.

@ : As the backup file contains your complete PingAccess configuration, ensure the file is
protected with appropriate security controls in place.

Access the PingAccess administrative API

You can access the PingAccess administrative API.

Steps

Send an HTTP request to this URL: https://<host>:<admin-port>/pa-admin-api/v3/<api-
endpoint>.

@ Note: You must provide appropriate administrator credentials in the request.

Example

For example, the following cURL command will return a list of all defined applications by sending a Get
request to the applications resource:

curl -k -u Administrator:Passwordl -H "X-Xsrf-Header: PingAccess" https://
localhost:9000/pa-admin-api/v3/applications

= The -u Administrator:Passwordl parameter sends Basic Authentication header with the
username Administrator and password Passwordl

= The -k parameter specifies to ignore HTTPS certificate issues

= The -H "X-Xsrf-Header: PingAccess" parameter sends an X-XSRF-Header with value
PingAccess

Access the interactive administrative APl documentation
You can view interactive documentation for the administrative API endpoints.
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Steps

1. Launch your browser and go to this URL: https://<host>:<admin-port>/pa-admin-api/v3/
api-docs/.

For example, https://localhost:9000/pa-admin-api/v3/api-docs/.

2. The browser may prompt for credentials. Enter the administrator username and password.

3. Use the administrative API to perform a variety of administrative tasks, including those to gather
information as seen in the following example that uses the interactive Administrative APl documentation
to see all defined applications:

a. Click onthe /applications endpoint to expand it.

Click on the GET method (GET /applications)to expand it.

Enter parameters values or leave all blank.

Click Try It Out.

The Request URL, Response Body, Response Code, and Response Headers appear.

®cooo

Change configuration database passwords

You can change the file and user passwords for the PingAccess configuration database.

About this task

The PingAccess configuration database is protected by two passwords - a file password and a
user password. These passwords both default to 2Access, but should be changed for production
environments.

Changing either password requires PingAccess be shut down.

Steps

1. Open a terminal window and change to the <PA HOME>/bin directory.

2. Ensure that the JAVA HOME environment variable is set correctly by executing the command echo
$JAVA HOME.

3. Ensure that the proper Oracle Java executable is in your path. Enter the command java -version.
If this command returns a value indicating that the Java executable is not a supported version of Oracle
Java, correct this issue before continuing.

4. Shut down PingAccess.

5. Optional: To change the database file password:

a. If you are using Windows, run this command and note the output: dbfilepasswd.bat
old password new password

b. If you are using Linux, run this command and note the output: . /dbfilepasswd.sh
old password new password

c. On all operating systems, update the pa.jdbc.filepassword property in PA HOME/conf/
run.properties with the obfuscated password output from the command given above.

6. Optional: To change the database user password:

a. If you are using Windows, run this command and note the output: dbuserpasswd.bat
file password old password new password

b. If you are using Linux, run this command and note the output: . /dbuserpasswd. sh
file password old password new password

c. On all operating systems, update the pa.jdbc.password property in PA HOME/conf/
run.properties with the obfuscated password output from the command given above.

7. Restart PingAccess.
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Stop PingAccess

You can stop PingAccess as a prerequisite for maintenance or uninstallation tasks.

Steps

1. Press Ctrl+cC inthe command-prompt or terminal window.
2. If PingAccess is running on Windows, press y when prompted to terminate the script.

Run PingAccess as a service

PingAccess can run as a service on Linux and Windows 64-bit operating systems, enabling PingAccess to
start automatically when the operating system is started.

The service runs as the root (Linux) and System (Windows) user by default.
The following tasks allow you to manage PingAccess as a service:

= Configure PingAccess to run as a Linux systemv service on page 44

= Configure PingAccess to run as a Linux systemd service on page 45

= Configure Multiple Instances of PingAccess as Linux services on page 45
= Remove the PingAccess Linux service on page 46

= Configure PingAccess to run as a Windows service on page 46

= Remove the PingAccess Windows service on page 47

@ Tip: Before performing the following procedures, ensure that PingAccess runs normally by manually
starting the server. See Run PingAccess for the First Time for more infomation.

Configure PingAccess to run as a Linux systemv service
You can configure PingAccess to run as a Linux systemv service, causing it to start automatically when

Linux starts.

About this task

@ Note: The service script will only start if JAVA_ HOME and PA_HOME are set and the PingAccess
license file is found.

Steps

1. Copy the PingAccess script file from PA HOME/sbin/linux/pingaccessto /etc/init.d.
2. Optional: Create a new user to run PingAccess.

3. Create the folder /var/run/pingaccess and ensure that the user who will run the service has read
and write permission to the folder.

4. Edit the script file /etc/init.d/pingaccess and set the values of following variables at the
beginning of the script:

= export JAVA HOME= specify the Java install folder
= export PA HOME= specify the PingAccess install folder
= export USER= (optional) specify user name to run the service, or leave empty for default

5. Register the service by running the command chkconfig --add pingaccess fromthe /etc/
init.d folder.

6. Make the service script executable by running the command chmod +x pingaccess.
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Results

Once registered, you can use the service command to control the pingaccess service. The available
commands are:

start

Start the PingAccess Service
stop

Stop the PingAccess Service
restart

Restart the PingAccess Service
status

Show the status of the PingAccess service and the service PID

Example

The command service pingaccess status displays the current status of the running PingAccess
service.

Configure PingAccess to run as a Linux systemd service

You can configure PingAccess to run as a Linux systemd service, causing it to start automatically when
Linux starts.

About this task

@ Note: The service script will only start if JAVA_HOME and PA_HOME are set and the PingAccess
license file is found.

Steps

1. Copy the configuration file from PA HOME/sbin/linux/pingaccess.serviceto /etc/systemd/
system/pingaccess.service.

2. Inthe pingaccess.service file, replace the following variables:
* PA HOME

« PA USER
« PA JAVA HOME

3. Allow read/write activity on the service using the command chmod 644 /etc/systemd/system/
pingaccess.service.

4. Load the systemd service using the command systemctl daemon-reload.
5. Enable the service using the command systemctl enable pingaccess.service.
6. Start the service using the command systemctl start pingaccess.service.

Configure Multiple Instances of PingAccess as Linux services
You can configure multiple instances of PingAccess on a single host as Linux services.

About this task

For hosts running multiple instances of PingAccess that need to be started as a service, follow the
procedure used for Configuring PingAccess as a Linux Service, but make the following modifications to the
script for each service:
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Steps

= Use a unique script name for each instance
= Use a separate directory structure for each instance in the filesystem
= Configure the following settings in the script file for each instance:

= APPNAME: A unique value for each instance

= PA HOME: The path to the PingAccess instance

= JAVA HOME: The path to the Java installation folder

= USER: Optional value for the user name used to run the service

Remove the PingAccess Linux service
You can remove the PingAccess service from a Linux system.

About this task

@ Note: The following commands must be run as the root user.

Steps
1. Stop the service by running /etc/init.d/pingaccess stop.

2. Run chkconfig --delete pingaccess.
3. Optional: Delete the /etc/init.d/pingaccess script.

Configure PingAccess to run as a Windows service

You can configure PingAccess to run as a Windows service, causing it to start automatically when
Windows starts.

Before you begin
You must install Pingaccess before configuring it. You can use the Install PingAccess procedure to install
PingAccess from the command line.

@ Info: Before performing this procedure, ensure that PingAccess runs normally by manually starting the
server (see Run PingAccess for the First Time). If you installed PingAccess using the Windows installer,
the service is installed and started automatically.

Steps

1. Ensure you are logged in with full Administrator privileges.
2. Start a command prompt as an Administrator.

3. In the command prompt, change to the PA HOME\sbin\windows directory and run the install-
service.bat script.

4. Open the Windows Control Panel# Administrative Tools# Services.

5. Right-click PingAccess Service from the list of available services and select Start.
The service starts immediately and restarts automatically on reboot. (You can change the default Start
type setting in the Properties dialog.)

Configure PingAccess to run as a Windows service from the command line

You can configure PingAccess to run as a Windows service from the command line, causing it to start
automatically when Windows starts.
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Before you begin
You must install Pingaccess before configuring it. You can use the Install PingAccess on Windows from the
command line on page 40 procedure to install PingAccess from the command line.

@ Info: Before performing this procedure, ensure that PingAccess runs normally by manually starting the
server (see Run PingAccess for the First Time).

Steps

1. Ensure you are logged in with full Administrator privileges.

2. Change to the PA HOME\sbin\windows directory and run the install-service.bat script.
3. Run this command to set the PingAccess service to start automatically: sc config PingAccess

start= auto
The service starts immediately and restarts automatically on reboot.

Remove the PingAccess Windows service
You can remove the PingAccess service from a Windows system.

About this task

To remove the PingAccess Windows Service, perform the following steps as an Administrator:

Steps

1.
2. Change the current directory to PA HOME\sbin\windows.

3.

4. When the script has finished, remove the PA_HOME environment variable from the system.

Open a command prompt.

Run uninstall-service.bat.

Uninstall PingAccess

You can uninstall PingAccess.

Steps

1.
2.

Stop PingAccess on page 44.
Delete the PingAccess installation directory.

Configuring and Customizing PingAccess

Configure session management

Configure session management
This document provides information regarding session management using PingAccess. Use this document
to learn about the concepts involved and to configure PingAccess for server-side session management
using PingFederate.
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Web Sessions

Web Sessions define the policy for Web application session creation, lifetime, timeouts, and their scope.
Multiple Web Sessions may be configured to scope the session to meet the needs of a target set of
applications. This improves the security model of the session by preventing unrelated applications from
impersonating the end user. Use the following tasks to configure secure Web Sessions for use with specific
applications and to configure global Web Session settings.

Application scoped Web Sessions

Several controls exist to scope the PA Token to an application:

Audience Attribute

The audience attribute defines who the token is applicable to and is represented as a short, unique
identifier. Requests are rejected that contain a PA Token with an audience that differs from what is
configured in the Web Session associated with the target Resource.

Audience Suffix

The audience attribute is also used as a suffix of the cookie name to ensure uniqueness. For
example, PA.businessAppAudience.

Cookie Domain

The cookie domain can also optionally be set to limit where the PA Token is sent.

@ Info: In addition to these controls, parameters such as session timeout can be adjusted to match the
policy requirements of each application.

Corresponding OAuth clients must be defined in PingFederate for each Web Session. Redirect URL
whitelists defined in PingFederate dictate from which servers and domains the session can originate.
Controlling this within PingFederate enables flexibility of the attribute contract (and its fulfillment) for
that particular application. This ensures that each application and its associated policies only deal with
attributes related to it.

Configure server-side session management
You can implement server-side session management in one of two ways.

= PingAccess can reject a PingAccess cookie associated with a PingFederate session that has been
invalidated as a result of an end-user driven logout.

= The end user can initiate a logout from all PingAccess issued web sessions using a centralized logout.

The first of these scenarios provides increased scalability and security, ensuring the PingFederate session
is terminated and that subsequent session validation requests are rejected. This scenario implies a user
logout from PingAccess protected resources through the invalidation of the related PingFederate session.

The second scenario provides improved performance and end user experience. When the user explicitly
logs out of the PingAccess issued session, all related PingAccess cookies are deleted, ensuring the client
is no longer authenticated to resources protected by PingAccess. In this scenario, the user has explicitly
logged out from all of those protected services.

PingAccess needs to be configured only for the first of these two scenarios. These options are not mutually
exclusive, and can be combined to provide comprehensive session management at the server.

Configuring PingFederate for session management
You can configure PingFederate to be able to revoke PingAccess session cookies.

Steps

1. Log in to the PingFederate Administrative Console

Copyright ©2022



9.

| Configuring and Customizing PingAccess | 49

Go to Server Configuration# Server Settings# Roles & Protocols

Ensure that Enable OAuth 2.0 Authorization Server (AS) role and OpenID Connect are enabled.
Create or modify an existing client.

From the main administration page, navigate to OAuth Settings# Authorization Server Settings and
configure the authorization server settings.

Return to the main administration page, then go to OAuth Settings# Client Management
Create or modify an existing client.

Ensure that Client Secret is enabled, then enter a client secret to be used by PingAccess for
authentication.

In the OpenlID Connect section of the client's configuration page, enable Grant Access to Session
Revocation API.

@ Note: This setting is the main setting that enables the server-side session management feature in
PingFederate.

Click Save to save your changes.

Configuring PingFederate for user-initiated single logout
You can configure PingFederate to provide PingAccess with access to the PingFederate-managed

session.

Steps

1. Log in to the PingFederate administrative console.

2. Goto OAuth Settings# Authorization Server Settings.

3. Select Track User Sessions for Logout under OpenlID Connect Settings.

4. Click Save.

5. Go to OAuth Settings# OpenlID Connect Policy Management and click an existing policy.
6. Click Manage Policy, then enable Include Session Identifier in ID Token.

~

For more information about configuring an OpenID Connect Policy, see Configuring OpenlD Connect
Policies in the PingFederate Administrator's Manual.

Click Save.
Go to OAuth Settings# Client Management and select the client to be used by PingAccess.
In the OpenlID Connect section of the client's configuration page, enable PingAccess Logout Capable.

@ Tip: If this option is not available, ensure that the Track User Sessions for Logout setting change
made in step 3 was saved.

10.Click Save.

Configuring PingAccess for server-side session management
You can configure PingAccess to enable server-side session management.

Steps

1.
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Log in to the PingAccess administrative console.

2. Click Access and then click Web Sessions# Web Sessions.
3.
4. Enter a unigue Name for the web session, up to 64 characters, including special characters and

Either create a new web session or edit an existing web session.
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5. Specify the Audience that the PA Token is applicable to, represented as a short, unique identifier
between 1 and 32 characters.

Requests are rejected that contain a PA Token with an audience that differs from what is configured
in the Web Session associated with the target application. Changing this setting may affect existing
ongoing sessions, forcing the user to re-authenticate to access protected resources.

In the Client ID field, enter the Client ID defined in PingFederate.

Enter the Client Secret associated with the specified Client ID.

Click Show Advanced.

. Select Validate Session to enable the server-side session management feature.
10.Click Save.
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Configure logging

Configure logging

This document describes the types of logging performed by PingAccess and provides instructions for
configuring PingAccess logging.

Security audit logging

The PingAccess audit logs record a selected subset of transaction log information at runtime plus
additional details, intended to facilitate security auditing and regulatory compliance.

The logs are located in  PA HOME/log/. Elements recorded in these logs are described in the table
below, and are configured in conf/log4752.xml.

® Im portant: Log files can be viewed or modified using a variety of common applications. As such, it

is possible for log files to be manipulated to include untrusted or malicious data. Administrators should
take appropriate steps to secure these files. Furthermore, these files should not be opened in applications
that could allow for data execution, such as internet browsers or Microsoft Office products. It is highly
recommended that administrators open these files in a common, lightweight text editor.

PingAccess generates these audit logs:
pingaccess_engine_audit.log

Records transactions of configured Resources. Additionally, the log records transaction details when
PingAccess sends requests to PingFederate (for example, STS, OAuth2, JWS).

pingaccess_api_audit.log

Records PingAccess administrative API transactions. These transactions represent activity in the
PingAccess administrative console. This log also records transaction activity if you are using scripts
to configure PingAccess.

pingaccess_agent_audit.log
Records transactions between PingAccess Agents and the PingAccess Engine.

Audit log configuration

Item Description

%d Transaction time.

exchangeId Identifies the ID for a specific request/response
pair.

AUDIT.applicationID Specifies the ID of the requested application.
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Item

Description
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AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT

AUDIT.

AUDIT.

AUDIT.

AUDIT

AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT.

AUDIT

applicationName
resourcelD
resourceName

pathPrefix

.pathPrefixType

authMech

client

failedRuleName

.failedRuleType

failedRuleClass

failedRuleSetName

host

targetHost

method

resource

responseCode

requestUri

.subject

Specifies the name of the requested application.
Specifies the ID of the requested resource.
Specifies the name of the requested resource.

Specifies the path prefix of the requested
application or resource.

Indicates the pattern type of the path prefix,
Wildcard or Regex.

Mechanism used for authentication. Engine
Auditing - Cookie (WAM session), OAuth, unknown
(for example, pass-through or static assets). Pass-
through assets are Resources with no policies or
Web session configured. Admin Auditing - Basic,
OAuth, Cookie, unknown ( unknown displays only in
an authentication failure).

IP address of the requesting client.

Name of the Rule that failed. If no Rule failure
occurred, this field is blank. This element is
applicable only to the pingaccess_engine_audit.log.

Type of Rule that failed. If no Rule failure occurred,
this field is blank. This element is applicable only to
the pingaccess_engine_audit.log.

The Java class of Rule that failed. If no Rule
failure occurred, this field is blank. This element is
applicable only to the pingaccess_engine_audit.log.

Name of the containing Rule Set that failed.

If no Rule failure occurred, this field is

blank. This element is applicable only to the
pingaccess_engine_audit.log.

PingAccess host name or IP address.

Backend target that processed the request

and generated a response to the PingAccess
engine. This variable is unset when the response

is generated by a target host protected by
PingAccess.

HTTP method of the request. For example, GET.

Name of the Resource used to fulfill the
request. This element is applicable only to the
pingaccess_engine_audit.log.

HTTP status code of the response. For example,
200.

Request URI portion of the request (for example, /
foo/bar).

Subject of the transaction.
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Item Description

AUDIT.trackingId The PingFederate Tracking ID. This element can
be used to help correlate audit information in the
PingAccess audit log with information recorded in
the PingFederate audit log.

The value of this depends on whether the
application type is Web or APT.

If the application type is Web, the value is

presented as tid: <Session Identifier>.

The <Session_Identifier> can be used by the
PingFederate Session Revocation API to revoke
the session without disabling the user in the identity
store.

If the application type is APT, the value is presented
as atid:<Hash> . The <Hash> value is derived
from the OAuth Access token for the session, and
only serves as an identifier; it cannot be used for
session revocation.

AUDIT.regReceivedMillisec Time in milliseconds (since 1970) that a client
request was first received

AUDIT.regSentMillisec Time in milliseconds (since 1970) that the agent or
engine sent a backchannel or proxy request

AUDIT.respReceivedMillisec Time in milliseconds (since 1970) that the agent or
engine received a response from a backchannel
call or proxy request

AUDIT.respSentMillisec Time in milliseconds (since 1970) that a response
was sent back to the client

AUDIT.roundTripMS The respSentMillisec time minus the
reqReceivedMillisec time. This represents the
total number of milliseconds it took PingAccess
to respond to a client’s request (including the
proxyRoundTripMS).

AUDIT.proxyRoundTripMS The respReceivedMillisec time minus the
reqSentMillisec time. This represents the total
number of milliseconds PingAccess was waiting for
another entity to respond to a backchannel call or
proxy request.

AUDIT.userInfoRegSentMillisec The time in milliseconds (since 1970) that the
engine sent a request to the token provider's OIDC
Userinfo endpoint.

AUDIT.userInfoRespReceivedMillisec The time in milliseconds (since 1970) that the
engine received a response from the token
provider's OIDC UserIinfo endpoint.

AUDIT.userInfoRoundTripMS The userinfoRespReceivedMillisec minus the
userinfoReqgSentMillisec time. This represents the
total number of milliseconds it took PingAccess
to receive a response from the token provider's
Userinfo endpoint.
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Item Description

appRequestHeader{a-header-name} HTTP request header value for the given HTTP
request header name. Represents the header value
that PingAccess sends to the back end site.

appResponseHeader{a-header-name} HTTP response header value for the given HTTP
request header name. Represents the header value
received from the application.

clientRequestHeader{a-header-name} HTTP request header value for the given HTTP
request header name. Represents the header value
received from the client.

clientResponseHeader{a-header-name} HTTP response header value for the given HTTP
request header name. Represents the header value
returned to the client.

Logging
PingAccess logging is handled by the log4j2 asynchronous logging library, configured using conf/
log432.xml.

@ Info: Audit logs are also configurable in conf/1og4j2.xml. These logs record a selected subset of
transaction log information at runtime plus additional details (see Security Audit Logging).

By default, logging information is output to PA HOME/logs/pingaccess.log, and file logging uses the
rolling file appender. PingAccess keeps a maximum of 10 log files, each with a maximum size of 100 MB.
Once 10 files accumulate, PingAccess deletes the oldest. These defaults can be changed by locating and
modifying the following properties in the <Appenders> section of 1og452.xml:

= Changing the log file name:

<RollingFile name="File"
fileName="${sys:pa.home}/log/pingaccess.log"
filePattern="${sys:pa.home}/log/pingaccess.log.%i"
ignoreExceptions="false">

= Setting the maximum log size:

<SizeBasedTriggeringPolicy size="100000 KB"/>

= Setting the maximum number of log files:
<DefaultRolloverStrategy max="10"/>

In addition to the standard log4j2 items, PingAccess adds the following custom item that can be used in the
log4j2.xml <PatternLayout> configuration:

Item Description
exchangelId Identifies the ID for a specific request/response
pair.

For example, the following line from 1og47j2.xml incorporates the exchangeId in the output:

<pattern>%d{IS08601} %5p [%$X{exchangeId}] %c:%L - %m%n</pattern>

@ Note: The %X conversion character is required for the exchangeId to be displayed properly.
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Configuring log levels

You can define log levels for specific package or class names in order to get more (or less) logging from a
class or group of classes.

About this task

If the log level is not specified for a particular package or class, the settings for the root logger are

inherited.
Steps
1. Open conf/log47j2.xml in an editor.
2. Locate the <AsyncLogger> element for the package or class you wish to adjust the logging level for.
<AsyncLogger name="com.pingidentity" level="DEBUG" additivity="false"
includelLocation="false">
3. Modify the 1evel attribute to set the desired log level.

4.

Valid values are OFF, FATAL, ERROR, WARN, INFO, DEBUG, and TRACE.
Save the modified file. PingAccess will automatically make the changes effective within 30 seconds.

Configuring class or package log levels
You can use the log4j2.xml file to configure the log level for a class or package.

Steps

1.

3.

Open conf/log4j2.xml in an editor. Class or package loggers are defined in the <AsyncLogger>
name attribute. For example, cookie logging is enabled using the line:

<AsyncLogger name="com.pingidentity.pa.core.interceptor.CookieLogginginterceptor"
level="TRACE" additivity="false" includelocation="false">
<AppenderRef ref="File"/>
</AsyncLogger>
Set the 1evel value in the <AsyncLogger> element to one of the following values:
OFF, FATAL, ERROR, WARN, INFO, DEBUG, TRACE.

For example, to apply TRACE level logging for the com.pingidentity package, locate the following
line:

<AsyncLogger name="com.pingidentity" level="DEBUG" additivity="false"
includelocation="false">

and change it to:

<AsyncLogger name="com.pingidentity" level="TRACE" additivity="false"
includelLocation="false">

Save the file.

Enabling cookie logging
You can enable cookie logging, which is an optional feature in the TRACE log level.
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Steps

1. Edit conf/log4j2.xml and uncomment the following section:

<AsyncLogger
name="com.pingidentity.pa.core.interceptor.CookieloggingInterceptor"
level="TRACE" additivity="false" includelLocation="false">
<AppenderRef ref="File"/>
</AsyncLogger>

2. Save the file.

Garbage Collection Logging
PingAccess logs Java garbage collection data by default.

The garbage collection log includes details related to each occurrence of garbage collection, such as a
timestamp and the change in heap memory.

Edit the following properties in the PA_ HOME/bin/run. sh file on Linux systems or the PA HOME\bin
\run.bat file on Windows systems to configure garbage collection properties:

= GC_FILE="<filename>" — Specifies the location of the garbage collection log. Comment out this line to
disable garbage collection logging.

= GC_FILE COUNT="<count>"— Specifies the number of garbage collection files to retain before rotating.

= GC_FILE SIZE="<size>" - Specifies the maximum size for garbage collection files.

Appending log messages to syslog and the console
You can enable additional output destinations, called appenders.

About this task
Console and syslog appenders are pre-configured in 1og47j2.xml, but are disabled by default.

To enable additional appenders, perform the following steps:

Steps

1. Open conf/log47j2.xml in an editor.
2. Locate the following lines in the <Loggers> element:

<AsyncLogger name="com.pingidentity" level="DEBUG" additivity="false"
includelLocation="false">
<AppenderRef ref="File"/>
<!--<AppenderRef ref="CONSOLE" />-->
<!--<AppenderRef ref="SYSLOG" />-->
</AsyncLogger>

@ Note: If you have customized logging to enable logging for additional classes, locate the
<AsyncLogger> element that is relevant to the class in question. This class is defined in the
<AsyncLogger> name attribute.

3. Uncomment the <AppenderRef> element that applies to the appender you wish to enable.

@ Note: PingAccess will rescan the logging configuration within 30 seconds and make the change
active automatically.

4. Save the file.
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Other logging formats
You can write logs in additional formats.

You can write the audit logs to an Oracle or SQL Server database.

You may also configure PingAccess to write the audit logs to a differently formatted log file that can easily
be digested by Splunk.

Writing logs to databases
You can enable database logging for the API, engine, and agent audit logs in conf/
log4j2.db.properties.

About this task

Scripts are provided in conf/log47j/sql-scripts to create the necessary tables. PingAccess supports
logging to Oracle, SQL Server, and PostgreSQL databases.

Steps

1. Ensure that your database driver JAR file is installed in the PA HOME/1ib directory. Restart
PingAccess after installing the driver.
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2. Inconf/log4j2.xml, uncomment one or more of the preset appender configurations listed below:
= Oracle

= For Administrative APl audit logging: Uncomment the <JDBC> element with the
name="ApiAuditLog-Database™" attribute specified, along with the following
<RollingFile> and <PingAccessFailover> elements.

= For Engine audit logging: Uncomment the <JDBC> element with the
name="EngineAuditLog-Database™ attribute specified, along with the following
<RollingFile> and <PingAccessFailover> elements.

= For Agent audit logging: Uncomment the <JDBC> element with the name="AgentAuditLog-
Database" attribute specified, along with the following <Rol11lingFile> and
<PingAccessFailover> elements.

= SQL Server

= For Administrative APl audit logging: Uncomment the <JDBC> element with the
name="ApiAuditLog-SQLServer-Database" attribute specified, along with the following
<RollingFile> and <PingAccessFailover> elements.

= For Engine audit logging: Uncomment the <JDBC> element with the
name="EngineAuditLog-SQLServer-Database" attribute specified, along with the following
<RollingFile> and <PingAccessFailover> elements.

= For Agent audit logging: Uncomment the <JDBC> element with the name="AgentAuditLog-
SQLServer-Database™ attribute specified, along with the following <RollingFile> and
<PingAccessFailover> elements.

= PostgreSQL

= For Administrative APl audit logging: Uncomment the <JDBC> element with the
name="ApiAuditLog-PostgreSQL-Database" attribute specified, along with the following
<RollingFile> and <PingAccessFailover> elements.

= For Engine audit logging: Uncomment the <JDBC> element with the
name="EngineAuditLog-PostgreSQL-Database" attribute specified, along with the
following <RollingFile> and <PingAccessFailover> elements

= For Agent audit logging: Uncomment the <JDBC> element with the name="AgentAuditLog-
PostgreSQL-Database" attribute specified, along with the following <Ro11ingFile> and
<PingAccessFailover> elements.

@O Note: The <PingAccessFailover> elementis used to define how PingAccess logging fails over
if a connection to the primary database is not accessible. Use the retryIntervalSeconds attribute
to specify the number of seconds that must pass before retrying the primary JDBC appender.

3. Inconf/log4j2.db.properties, replace the placeholder parameter values for each enabled
appender with valid values to provide access to the database.

@ Info: You can obfuscate the password used to access the database by running either
obfuscate.sh or obfuscate.bat, located in PA HOME/bin. Use the database password as
an argument, then copy the output into the password configuration property for the appender in
PA HOME/conf/log4j2.db.properties.

4. In conf/log47j2.xml, uncomment the <AppenderRef> elements in each respective <Logger>
section as shown in the following examples:

Oracle:

<!-- Audit Log Configuration-->
<Logger name="apiaudit" level="INFO" additivity="false">
<AppenderRef ref="APIAuditLog-File"/>
<AppenderRef ref="ApiAuditLog-Database-Failover"/>
<!--<AppenderRef ref="ApiAuditLog-SQLServer-Database-Failover"/>-->
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<!--<AppenderRef ref="ApiAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="ApiAudit2Splunk"/>-->
</Logger>
<Logger name="engineaudit" level="INFO" additivity="false">
<AppenderRef ref="EngineAuditLog-File"/>
<AppenderRef ref="EngineAuditLog-Database-Failover"/>
<!--<AppenderRef ref="EngineAuditLog-SQLServer-Database-Failover"/>-->
<!--<AppenderRef ref="EngineAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="EngineAudit2Splunk"/>-->
</Logger>
<Logger name="agentaudit" level="INFO" additivity="false">
<AppenderRef ref="AgentAuditLog-File"/>
<AppenderRef ref="AgentAuditLog-Database-Failover"/>
<!--<AppenderRef ref="AgentAuditLog-SQLServer-Database-Failover"/>-->
<!--<AppenderRef ref="AgentAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="AgentAudit2Splunk"/>-->
</Logger>

SQL Server

<!-- Audit Log Configuration-->

<Logger name="apiaudit" level="INFO" additivity="false">
<AppenderRef ref="APIAuditLog-File"/>
<!--<AppenderRef ref="ApiAuditLog-Database-Failover"/>-->
<AppenderRef ref="ApiAuditLog-SQL Server-Database-Failover"/>
<!--<AppenderRef ref="ApiAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="ApiAudit2Splunk"/>-->

</Logger>

<Logger name="engineaudit" level="INFO" additivity="false">
<AppenderRef ref="EngineAuditLog-File"/>
<!--<AppenderRef ref="EngineAuditLog-Database-Failover"/>-->
<AppenderRef ref="EngineAuditLog-SQLServer-Database-Failover"/>
<!--<AppenderRef ref="EngineAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="EngineAudit2Splunk"/>-->

</Logger>

<Logger name="agentaudit" level="INFO" additivity="false">
<AppenderRef ref="AgentAuditLog-File"/>
<!--<AppenderRef ref="AgentAuditLog-Database-Failover"/>-->
<AppenderRef ref="AgentAuditLog-SQL Server-Database-Failover"/>
<!--<AppenderRef ref="AgentAuditLog-PostgreSQL"/>-->
<!--<AppenderRef ref="AgentAudit2Splunk"/>-->

</Logger>

PostgreSQL

<!-- Audit Log Configuration-->

<Logger name="apiaudit" level="INFO" additivity="false">
<AppenderRef ref="APIAuditLog-File"/>
<!--<AppenderRef ref="ApiAuditLog-Database-Failover"/>-->
<!--<AppenderRef ref="ApiAuditLog-SQLServer-Database-Failover"/>-->
<AppenderRef ref="ApiAuditLog-PostgreSQL"/>
<!--<AppenderRef ref="ApiAudit2Splunk"/>-->

</Logger>

<Logger name="engineaudit" level="INFO" additivity="false">
<AppenderRef ref="EngineAuditLog-File"/>
<!--<AppenderRef ref="EngineAuditLog-Database-Failover"/>-->
<!--<AppenderRef ref="EngineAuditLog-SQLServer-Database-Failover"/>-->
<AppenderRef ref="EngineAuditLog-PostgreSQL"/>
<!--<AppenderRef ref="EngineAudit2Splunk"/>-->

</Logger>

<Logger name="agentaudit" level="INFO" additivity="false">
<AppenderRef ref="AgentAuditLog-File"/>
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<!--<AppenderRef ref="AgentAuditLog-Database-Failover"/>-->
<!--<AppenderRef ref="AgentAuditLog-SQLServer-Database-Failover"/>-->
<AppenderRef ref="AgentAuditLog-PostgreSQL"/>
<!--<AppenderRef ref="AgentAudit2Splunk"/>-->

</Logger>

5. Create the database tables. Scripts to create database tables are located in conf/log47/sql-
scripts.

@ Note: The scripts are written to handle the default list of elements for the relevant database log
appender. Any changes to the list require corresponding changes to the SQL table creation script, or
to the table itself if it already exists. For more information on working with these scripts, see Oracle,
PostgreSQL, or MS SQL Server documentation.

@ Important: For PostgreSQL database scripts, use of the default public schema is not
recommended. To run the scripts against a different schema, choose one of the following options:

= Prepend the schema before the table name. For example, api audit log would become
my schema.api audit log
= Run the script via psql and specify an options parameter to define the schema. For example:

psqgl postgresqgl://<user>@<db _hostname>:5432/<db name>?options=--
search path=<schema> -f api-audit-log-postgresqgl.sqgl

Writing audit logs for Splunk
You can configure PingAccess to write audit logs to a format for Splunk.

About this task

Splunk is enterprise software that allows for monitoring, reporting, and analyzing consolidated log files.
Splunk captures and indexes real-time data into a single searchable repository from which reports, graphs,
and other data visualization can be generated.

Steps

1. Inconf/log4j2.xml, uncomment the <RollingFile> and <AppenderRef> elements for the
Splunk appenders you wish to enable:

Ll==
<RollingFile name="ApiAudit2Splunk"
fileName="${sys:pa.home}/log/pingaccess api audit splunk.log"
filePattern="${sys:pa.home}/log/pingaccess api audit splunk.
sd{yyyy-MM-dd}.log"
ignoreExceptions="false">
<Patternlayout>
<pattern>%d{IS08601} exchangeId="%X{exchangeId}"
trackingId="%$X{AUDIT.trackingId}" subject="%X{AUDIT.subject}"
authMech="%X{AUDIT.auth
Mech}" client="%X{AUDIT.client}" method="%X{AUDIT.method}"
requestUri="%X{AUDIT.requestUri}" responseCode="%X{AUDIT.responseCode}"
$n</pattern>
</PatternLayout>
<Policies>
<TimeBasedTriggeringPolicy />
</Policies>
</RollingFile>
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@ Note: <RollingFile> elements are also present for EngineAudit2Splunk and
AgentAudit2Splunk. They are structured similarly to the ApiAudit2Splunk example shown above.

<Logger name="apiaudit" level="INFO" additivity="false">
<AppenderRef ref="APTIAuditLog-File"/>
<!--<AppenderRef ref="ApiAuditLog-Database-Failover"/>-->
<l--<AppenderRef ref="ApiAudit2Splunk"/>-->

</Logger>

<Logger name="engineaudit" level="INFO" additivity="false">
<AppenderRef ref="EngineAuditLog-File"/>
<!--<AppenderRef ref="EngineAuditLog-Database-Failover"/>-->
<I--<AppenderRef ref="EngineAudit2Splunk"/>-->

</Logger>

<Logger name="agentaudit" level="INFO" additivity="false">
<AppenderRef ref="AgentAuditLog-File"/>
<!--<AppenderRef ref="AgentAuditLog-Database-Failover"/>-->

<l--<AppenderRef ref="AgentAudit2Splunk"/>-->
</Logger>

2. Save the file.

@ Note: PingAccess automatically updates its configuration within 30 seconds; a restart is not
required for this change to be effective.
3. Download and install the Splunk Universal Forwarder on the machine running PingAccess.

4. Configure the Universal Forwarder to monitor logs/pingaccess_api audit splunk.log, logs/
pingaccess_agent audit splunk.log, Or logs/pingaccess _engine audit splunk.log

@ Info: For detailed installation and configuration instructions, consult the Splunk documentation
accompanying the Universal Forwarder.

Customize and localize PingAccess

User-facing page customization reference
PingAccess supplies templates to provide information to the end user. These template pages use the
Velocity template engine, an open-source Apache project, and are located in the PA HOME/conf/
template directory.

You can modify most of these pages in a text editor to suit the particular branding and informational needs
of your PingAccess installation. (Cascading style sheets and images for these pages are included in the
PA HOME/conf/static/pa/assets subdirectory.) Each page contains both Velocity constructs and
standard HTML. The Velocity engine interprets the commands embedded in the template page before the
HTML is rendered in the user’s browser. At runtime, the PingAccess server supplies values for the Velocity
variables used in the template.

@ Important: If you have modified the reserved application context root using the PingAccess Admin
API, file system requests to the configured reserved application context root will be translated to /pa.

This allows the file system behavior for PingAccess resources to remain unchanged. Thus, if the reserved
context root is set to /ping, templates and other resources would still be stored on the file system in the /
pa directory, as indicated by this document.
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For information about Velocity, refer to the Velocity project documentation on the Apache Web site.
Changing Velocity or JavaScript code is not recommended. The following variables are the only variables
that can be used for rendering the associated Web-browser page.

Variable Description

title The browser tab title for the message. For example,
Not Found.

header The header for the message. For example, Not
Found.

info The information for the message. For example, No

Resource configured for request.

exchangeId A value that identifies the request/response pair.
This can be used to locate messages in the
PingAccess logs.

trackingId A value that identifies either the tracking 1D
(identified with a tid: prefix) or an Access Token
ID (identified with a atid: prefix). This can be
used to identify the session in the PingAccess and
PingFederate logs.

Customizable page templates

At runtime, the user's browser is directed to the appropriate page, depending on the operation being
performed and where the related condition occurs (see the table below). For example, if Rule evaluation
fails, the user's browser is directed to the Policy error-handling page. The following table describes each

template.

Template File Name Purpose Type Action

admin.error.page. tenpdicateshamerror Error Consult PA HOME/
occurred while the admin log/pingaccess.log
console was processing to determine the
a request underlying cause of the

issue.

general.error.page . Hadicatessthat an Error Consult PA HOME/
unknown error has log/pingaccess.log
occurred and provides to determine the
an error message. underlying cause of the

issue.

general .loggedout . pddisplayed wien. auser  Normal User should close the
logs out of PingAccess. browser.

oauth.error.json Indicates that Rule Normal If necessary, consult the
evaluation has failed audit logs in  PA HOME/
and provides an 1og for details about
optional error message. why the policy denied
To customize this the request.
information, see
Error-Handling Fields
for OAuth Rules
documentation.
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Template File Name Purpose Type

Action

policy.error.page. tdngdicates.thainRule Normal
evaluation has failed
and provides an
optional error message.
To customize this
information, see Error-
Handling Fields for Rules
documentation.

If necessary, consult the
audit logs in PA HOME/
log for details about
why the policy denied
the request.

System Templates

The templates stored in PA HOME/conf/template/system are system templates. Do not modify these
templates directly unless directed by Ping. This table shows the purpose and associated action, if any, for
each of these files.

File Name Purpose Type

Action
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admin.loggedout.pagddisplayedtehercauser  Normal
completes a single
logout, initiated from
the PingAccess admin
console.

agent.bootstrap. temdlsettopogeneratel the Normal
agent.properties file
for an agent.

engine.bootstrap. tengded to. gengrate-thes Normal
bootstrap.properties
file for an engine.

fragment.preservatiddsettpipresehtarthe Normal
fragment from the
requested URL in client-
side storage during a
PingAccess OIDC login
flow.

fragment.preservatiddsetkprestarethel Normal
fragment from client-side
storage for the originally
requested URL once a
PingAccess OIDC login
flow has completed.

invalid.token.json Used to challenge a user Normal
agent for authentication
when the user-agent
specifies an Accept
header field containing
application/Jjson.

post.preservation. rddsedto. preserve the Normal
HTML form data from a
POST request in client-
side storage during a
PingAccess OIDC login
flow.

The user's session at the
IdP and the PingAccess

admin console has been
terminated.

None

None

None

None

The user agent interacts
with the end user to
obtain an OAuth token.

None
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File Name Purpose Type Action

post.preservation. rddgedhtoesubmibded . html Normal None
encrypted HTML form
data to PingAccess from
a previously preserved
POST request once a
PingAccess OIDC login
flow completes.

post.preservation. rddgedtoeraconstruct Normal None
an HTML form to
resubmit restored
POST data once a
PingAccess OIDC login
flow completes.

redirect.response.htdsed to redirect Normal None
a browser to the
token provider for
authentication.

replica.bootstrap. tddgdchtoegeneraterthees Normal None
bootstrap.properties file
for a replica admin.

site.authenticator. Adsedtalproduce a Normal None
request to send to the
PF STS endpoint to
exchange a PA cookie or
OAuth token for a WAM
token.

unauthorized. responddsecdtalproduce Normal None
a challenge for
authentication to an
OAuth client running
in a browser-based
application.

User-facing page localization reference

In addition to the use of Velocity templates to change the look and feel of user-facing pages, administrators
can provide localized versions of user-facing status messages generated by PingAccess.

In PA HOME/conf/localization/, properties files contain the messages to be returned to the client
in various languages; by default, only English language messages are provided, using the default pa-
messages.properties file. This file serves as a fallback for any message not found in other files in the
directory.

The selection of a messages file is determined based on several different factors:

= The browser's Accept-Langauge header, based on a best-match first check against the pa-
messages files

= The value of a cookie named ping-accept-language, which can be defined by the protected
application

= A custom-developed PingAccess add-on that can customize the order of localization resolution

The default behavior allows the ping-accept-language cookie to override the browser preferences,
and if that cookie is not set, then to use the Accept-Language header preference order, starting with the
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highest priority preference and trying to match the locale exactly. If none of the specified locales cannot be
matched exactly, a more generic locale will be used, starting with the highest priority value.

If no matches are found, then the value in the pa-messages.properties file is used.

For example, suppose your browser had the following Accept-Language header:
Accept-Language: fr-CA;g=0.9, en-US;g=0.8

and PingAccess attempted to display a localized version of the message for:
pa.response.status.service.unavailable

The order in which PingAccess searches for the string to display is:

1. pa-messages fr CA.properties

2. pa-messages_en US.properties

3. pa-messages_fr.properties

4. pa-messages_en.properties

5. pa-messages.properties

If the ping-accept-language cookie is set by the protected application to the value en-Us, then the
above list would be ignored, and PingAccess would search for the string in:

1. pa-messages_en US.properties

2. pa-messages_en.properties

3. pa-messages.properties

® Im portant: Most browsers support the use of an ordered list of languages, however, Safari is an
exception to this. Even though the system supports an ordered list of languages, only the preferred
language is sent with its requests.

Upgrading PingAccess

Upgrade PingAccess

Upgrading your environment
You can upgrade your PingAccess deployment. The procedure varies depending on your environment.

= If you have a standalone PingAccess deployment not installed using the RHEL or Windows installer,
use the Upgrading a PingAccess standalone version on page 64 procedure.

= If you have a PingAccess cluster, use the Upgrading a PingAccess cluster on page 67 procedure.

= If you installed PingAccess on Windows using the installer, use the Upgrading Windows using the
installer on page 70 procedure.

= If you are applying a maintenance update (for example, upgrading from version 6.0 to version 6.0.1),
you can apply the upgrade without using the upgrade utility. See the release notes for the target version
for more information.

Upgrading a PingAccess standalone version
You can upgrade a standalone PingAccess deployment to a newer version.
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Before you begin

= If you are using PingAccess 3.2 or earlier, upgrade to PingAccess 4.3 or 5.3 before upgrading to
PingAccess 6.0.

= Create a backup of your existing PingAccess configuration. If the upgrade fails, you can restore your
environment from this backup.

= Review the release notes for every version between your current version and the target version.

@ Important: In release 5.0, there are potentially breaking changes to the SDK for Java, Groovy
scripts, and the Administrative API. For information on these changes and the actions administrators
may need to take, review the Upgrade considerations on page 22 and the PingAccess Release
Notes for release 5.0.

= Verify that you have the following:

= The PingAccess distribution . zip file

= Your new PingAccess license file, if you plan to switch to a new license file

= Login access to the PingAccess host, as the utility is run on the host

= Administrator credentials for the running PingAccess instance
= Verify that Basic Authentication is configured and enabled for the running PingAccess instance.
= Verify that the PingAccess host is running.

@ Important: If you have set security.overridePropertiesFile=false in $JAVA HOME/jre/
lib/java.security, the upgrade utility might fail, as the PingAccess Upgrade Utility uses an override to
enable deprecated ciphers and protocols during the upgrade process.

About this task

Use the PingAccess Upgrade Utility to upgrade from PingAccess 4.0 or later (the source version) to the
most recent version (the target version).

The upgrade utility starts an instance of PingAccess with an administrative listener on port 9001. This port
number can be changed using the upgrade .bat or upgrade. sh -p parameter. This port configuration
is only used for the upgrade. The configured port is used by the upgraded server when the upgrade is
complete.

Any warnings or errors encountered are recorded in 1og/upgrade. log, as well as on the screen while
the utility is being run. The upgrade uses an exit code of 0 to indicate a successful upgrade and an exit
code of 1 to indicate failure.

@ Important:

If you are upgrading from version 4.3 or earlier, and your installation uses custom plugins, they will need
to be rebuilt against the new (5.0) SDK. You will then run the upgrade utility manually with the new -i
command-line option to specify a directory containing the custom plugin jars and only the custom plugin
jars. To migrate your custom plugins, see the PingAccess Addon SDK for Java Migration Guide.

@ Info: During the upgrade, it is important to not make any changes to the running PingAccess
environment.

Steps

1. Copy the .zip file for the new PingAccess version to the PingAccess host and extract it.
2. Change to the new version's /upgrade/bin directory.

Copyright ©2022



| Upgrading PingAccess | 66

3. Run the PingAccess Upgrade Utility:
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= On Windows: upgrade.bat [-p <admin port>] [-1 <directory>] [-]
<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | --silent]
<sourcePingAccessRootDir>

= OnlLinux: ./upgrade.sh [-p <admin port>] [-i <directory>] [-]
<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | —--silent]

<sourcePingAccessRootDir>
For example: . /upgrade.sh -p 9002 -i MyJARDir pingaccess-5.3
Parameter definitions

The command-line parameters are the same regardless of the platform, and are defined as follows:

Parameter Value description

-p <admin_port> Optional port to be used by the temporary
PingAccess instance run during the upgrade. The
default is 9001.

-i <directory> An optional directory containing additional library
JAR files (e.g. plugins, JDBC drivers) to be copied
into the target installation.

Beginning in version 6.0, JAR files are stored in
the <PA HOME>/deploy folder.

During an upgrade from versions earlier than
6.0, third-party JAR files are migrated from the
1ib folder to the deploy folder if no directory is
specified.

During an upgrade from version 6.0 or later, the
contents of the deploy folder are migrated to the
new <PA HOME>/deploy folder if no directory is

specified.

<sourcePingAccessRootDir> The PA_HOME for the source PingAccess
version.

-| <newPingAccessLicense> An optional path to the PingAccess license file

to use for the target version. If not specified, the
existing license is reused.

-j <jvm_memory_options_file> An optional path to a file with JVM memory
options to use for the new PingAccess instance
during the upgrade.
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Parameter Value description

-s | --silent Run the upgrade with no user input required.
To use this option, specify the source version's
credentials using environment variables.

Environment Variables
You can specify the username and password for the source version using these environment variables:

= PA SOURCE API USERNAME — The username for the source version's Admin API. This should be
set to Administrator.

= PA SOURCE_API PASSWORD — The basic authorization password for the Administrator in the source
version's Admin API.

JVM Memory options

These options can be included in the JVM memory options file. Memory amounts use m or g to specify
the unit.

= = -Xms<amount>-— Mimimum heap size.
= -Xmx<amount>-— Maximum heap size.
= -XX:NewSize=<amount>— Minimum size for the Young Gen space.
= -XX:MaxNewSize=<amount>— Maximum size for the Young Gen space.
= -XX:+UseParallelGC — Specifies that the parallel garbage collector should be used.

For example:

#Sample JVM Memory options file
-Xms512m

-Xmx1lg

-XX:NewSize=256m
-XX:MaxNewSize=512m
-XX:+UseParallelGC

You can copy the existing PA_HOME/conf/jvm-memory.options file to create a JVM memory
options file for the upgrade.

Next steps

After you have completed the upgrade, Performing post-upgrade tasks on page 71.

Upgrading a PingAccess cluster
You can upgrade a PingAccess cluster to a newer version.

Before you begin

= If you are using PingAccess 3.2 or earlier, upgrade to PingAccess 4.3 or 5.3 before upgrading to
PingAccess 6.0.

= Create a backup of your existing PingAccess configuration. If the upgrade fails, you can restore your
environment from this backup.

= Review the release notes for every version between your current version and the target version.

@ Important: In release 5.0, there are potentially breaking changes to the SDK for Java, Groovy
scripts, and the Administrative API. For information on these changes and the actions administrators
may need to take, review the Upgrade considerations on page 22 and the PingAccess Release
Notes for release 5.0.
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= Verify that each node is using the same PingAccess version. You can check the version by viewing the
<PA HOME>/lib/pingaccess-admin-ui-<version number>.jar file.

= Verify that the PingAccess administrative node is running.

= Verify that basic authentication is configured and enabled for the running PingAccess administrative
node.

= Verify that you have the . zip bundle for the target version of PingAccess.

About this task

Use the PingAccess Upgrade Utility to upgrade a cluster from PingAccess 4.0 or later (the source version)
to the most recent version (the target version).

The upgrade utility starts an instance of PingAccess with an administrative listener on port 9001. This port
number can be changed using the upgrade.bat or upgrade. sh -p parameter. This port configuration
is only used for the upgrade. The configured port is used by the upgraded server when the upgrade is
complete.

Any warnings or errors encountered are recorded in 1og/upgrade. log, as well as on the screen while
the utility is being run. The upgrade uses an exit code of 0 to indicate a successful upgrade and an exit
code of 1 to indicate failure.

@ Important:

If you are upgrading from version 4.3 or earlier, and your installation uses custom plugins, they will need
to be rebuilt against the new (5.0) SDK. You will then run the upgrade utility manually with the new -i
command-line option to specify a directory containing the custom plugin jars and only the custom plugin
jars. To migrate your custom plugins, see the PingAccess Addon SDK for Java Migration Guide.

@ Info: During the upgrade, it is important to not make any changes to the running PingAccess
environment.

Steps

1. On the administrative node, extract the . zip file for the target version of PingAccess.
2. Change to the new version's /upgrade/bin directory.
3. Run the PingAccess upgrade utility:

= On Windows: upgrade.bat [-p <admin port>] [-1 <directory>] [-]
<jvm _memory options file>] [-1 <newPingAccessLicense>] [-s | —--silent]
<sourcePingAccessRootDir>

= OnlLinux: ./upgrade.sh [-p <admin port>] [-i <directory>] [-]
<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | —--silent]

<sourcePingAccessRootDir>
4. Review the upgrade log. If it records any manual post-upgrade tasks, perform these steps:

a. Start the upgraded administrative console using the <PA HOME>/bin/run.sh command on Linux
systems or the <PA HOME>\bin\run.bat command on Windows systems.

b. Perform any manual post-upgrade tasks recorded in the upgrade log.

c. Shut down the upgraded administrative console.
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Run the upgrade utility on the replica administrative node.

On Windows: upgrade.bat [-p <admin port>] [-i <directory>] [-]

<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | --silent]
<sourcePingAccessRootDir>

On Linux: . /upgrade.sh [-p <admin port>] [-i <directory>] [-]

<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | —--silent]

<sourcePingAccessRootDir>

Run the upgrade utility on each engine node.

On Windows: upgrade.bat [-p <admin port>] [-1 <directory>] [-]

<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | —--silent]
<sourcePingAccessRootDir>

On Linux: . /upgrade.sh [-p <admin port>] [-i <directory>] [-]

<jvm memory options file>] [-1 <newPingAccessLicense>] [-s | --silent]

<sourcePingAccessRootDir>

Shut down the entire cluster.

Start the upgraded administrative node.

9. Start the upgraded replica administrative node.
10.Start each upgraded engine node.

Parameter definitions

The command-line parameters are the same regardless of the platform, and are defined as follows:

Parameter

Value description

-r | --disable-config-replication

-p <admin_port>

-i <directory>

<sourcePingAccessRootDir>

-| <newPingAccessLicense>

Disables configuration replication on the Admin
node. See the Zero Downtime Upgrade for
information about using this parameter in an
upgrade.

Optional port to be used by the temporary
PingAccess instance run during the upgrade. The
default is 9001.

An optional directory containing additional library
JAR files (e.g. plugins, JDBC drivers) to be copied
into the target installation.

Beginning in version 6.0, JAR files are stored in
the <PA HOME>/deploy folder.

During an upgrade from versions earlier than
6.0, third-party JAR files are migrated from the
1ib folder to the deploy folder if no directory is
specified.

During an upgrade from version 6.0 or later, the
contents of the deploy folder are migrated to the
new <PA HOME>/deploy folder if no directory is
specified.

The PA_HOME for the source PingAccess
version.

An optional path to the PingAccess license file
to use for the target version. If not specified, the
existing license is reused.
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Parameter Value description

-j <jlvm_memory_options_file> An optional path to a file with JVM memory
options to use for the new PingAccess instance
during the upgrade.

-s | --silent Run the upgrade with no user input required.
To use this option, specify the source version's
credentials using environment variables.

Environment Variables
You can specify the username and password for the source version using these environment variables:

= PA SOURCE API USERNAME — The username for the source version's Admin API. This should be
set to Administrator.

= PA SOURCE_API PASSWORD — The basic authorization password for the Administrator in the source
version's Admin API.

JVM Memory options

These options can be included in the JVM memory options file. Memory amounts use m or g to specify
the unit.

= = -Xms<amount>-— Mimimum heap size.
= -Xmx<amount>-— Maximum heap size.
= -XX:NewSize=<amount>— Minimum size for the Young Gen space.
= -XX:MaxNewSize=<amount>— Maximum size for the Young Gen space.
= -XX:+UseParallelGC — Specifies that the parallel garbage collector should be used.

For example:
#Sample JVM Memory options file
-Xms512m
-Xmx1lg
-XX:NewSize=256m

-XX:MaxNewSize=512m
-XX:+UseParallelGC

You can copy the existing PA_HOME/conf/jvm-memory.options file to create a JVM memory
options file for the upgrade.

Next steps

After you have completed the upgrade, Performing post-upgrade tasks on page 71.

Upgrading Windows using the installer
Use this procedure to upgrade if you installed PingAccess using the Windows installer.

Before you begin

= If you are using PingAccess 3.2 or earlier, you must upgrade to PingAccess 4.3 or 5.3 before upgrading
to PingAccess 6.0.

= Review the Upgrade considerations on page 22.
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About this task

@ Important: If additional JAR files (such as custom plugins and JDBC drivers) have been added to the
existing PingAccess /11ib directory, the 5.0-Beta installer cannot be used to perform the upgrade. Instead,
run the upgrade utility manually, using the -i command-line option to specify the JAR files to be included.

Steps

1. Download the installer.

2. Start the installer. The existing installation is detected.
3. Choose Yes to upgrade the installation.
4

. Choose a license file if you are switching to a new license file. Specify a temporary admin port. Click
Next.

@ Note: The temporary admin port is not required when upgrading a cluster node.

5. Specify the administrator credentials. Click Next.

@ Note: Administrator credentials are not required when upgrading a cluster node.

6. Click Finish.

Next steps

After you have completed the upgrade, Performing post-upgrade tasks on page 71.

Performing post-upgrade tasks

After you have upgraded your PingAccess deployment using the upgrade utility or the installer, you must
perform several post-upgrade tasks to ensure that the target version works correctly.

About this task

To see details about the upgrade, examine 1og/upgrade.log. To see details about the migrated
configuration data, examine log/audit.log.

Steps

1. Review any warnings returned by the upgrade utility and take the actions indicated in the table below.

At the end of an upgrade, the PingAccess Upgrade Utility or installer records any manual steps that
require user intervention both in the command-line output and in 1og/upgrade.log at the WARN
level. Information that does not require user intervention is added to the 1og/upgrade.log at the
INFO level.

2. Review the HTTP requests configuration to ensure the use of the IP source settings is appropriate for
the environment.

3. Stop the source version of PingAccess.
4. Start the target version of PingAccess.
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Warning text

Steps to take
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Resource 'ResourceName' contains an
invalid path prefix and cannot be
migrated to the target version. Manual
intervention is required.

Resource 'ResourceName'
case-sensitive path.
with its containing Application,

requires a case-insensitive path.
Manual intervention may be required.

requires a
This conflicts
which

Resource 'ResourceName'
case-insensitive path. This conflicts
with its containing Application, which
requires a case-sensitive path. Manual
intervention may be required.

requires a

'ResourceName' is disabled

in the source version. Resources can
no longer be individually disabled.
Application 'ApplicationName' has been
disabled due to this constraint.

Resource

Path prefix for Resource
'ResourceName' contains a '.'
character. This will be treated as a
literal '.' in the target version.

This occurs when the 2.1 path prefix contains
functionality supported via a Java regex, but not

by the wild card support in 3.1. The user must
manually migrate the regex to 1 or more path
prefixes in 3.1. For example, consider the 2.1
prefix, / (appl|app2). This can be translated to a
single resource in 3.1.1 with path prefixes of /app1l
and /app?2.

The upgrade utility identifies path prefixes in 2.1
that start with / (21) as path prefixes that are case-
insensitive, and sets the case-sensitivity flag on

the application appropriately. However, if multiple
resources in a new application use inconsistent
case sensitivity settings, the utility cannot determine
what the case sensitivity should be. 2.1 resources
are case-sensitive by default.

This is the same as the previous setting, but with
the requirement being for a case-insensitive path
rather than a case-sensitive one.

In 2.1, individual resources can be disabled. In 3.1,
only applications can be enabled or disabled. The
upgrade utility takes the approach of disabling the
application if any related resources are disabled.
Check the final configuration and make sure this

is the desired outcome. If it is not, the disabled
resources need to be deleted, and the application
needs to be enabled.

In a 2.1 setup, there might be resource names that
accidentally contain a "', assuming it is a literal

"' rather than part of a regex. For example, any
file extension type resources will probably not be
escaping the '.". This message is intended to bring
this change in semantics to the user's attention.
This action item will not show up if the user has
correctly escaped the '.' character with the '\."
sequence.
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Warning text

Steps to take
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Resource 'ResourceName' could not be
migrated to the target version due to
Application context root conflicts.
Manual intervention is required.

'ApplicationName' contains
but authenticates users
Unexpected results

Application
OAuth rules,
with a web session.
may occur.

This message indicates that multiple resources
that use the same virtual host, but a different web
session or site must be mapped under the same
context root in the same application to preserve
semantics. For example, consider the following
configuration:

= Resource A:

= Path Prefix: /hr
= Virtual Host: internal.example.com
=  Web Session: W
= Site: Z
= Resource B:

= Path Prefix: /sales
= Virtual host: internal.example.com
=  Web Session: W
= Site: Z
= Resource C:

= Path Prefix: /payroll

= Virtual Host: internal.example.com
= Web Session: V

= Site: Z

This configuration triggers this error because

these resources cannot be grouped in the same
application, but they would need to be in order to
preserve the semantics in the internal.example.com
address space. This issue could be fixed by using
rewrite rules to place Resource C or Resources A
and B under a different namespace. For example,
use /intranet/sales and /intranet/hr on
the front-end and rewrite out the /intranet on the
backend.

2.1 allows OAuth rules to be attached resources
that use a web session. While this configuration is
likely invalid in the first place, it would be possible
to include both a PA cookie and OAuth token in
requests and PA would apply policy to the requests
as configured. In 3.1, however, an API application
and web application are mutually exclusive so the
semantics of this particular configuration cannot be
preserved.




| Upgrading PingAccess | 74

Warning text

Steps to take

Copyright ©2022

The resource order for Virtual Host
'VirtualHostName' has changed in the
target version.

Application 'ApplicationName'

is no longer associated with an
Identity Mapping. A Web Session or an
Authorization Server is required to
use Identity Mappings.

OAuth Rule with id 'RuleId' is no
longer associated with Application
'ApplicationName' because Application
'ApplicationName' is not an OAuth
Application. Manual intervention may
be required.

OAuth RuleSet with id 'RuleSetId' is
no longer associated with Application
'ApplicationName' because Application
'ApplicationName' is not an OAuth
Application. Manual intervention may
be required.

Resource 'ResourceName' from
Application with id '"ApplicationId'
was not migrated because the
Application is a Web Application while

the Resource has OAuth Rules. Manual
intervention may be required.
Upgrade created 'Availability
Profile for Site 'SiteName''. A more

descriptive name may be required.

Application 'ApplicationName'

and associated Resources were not
migrated. The context root of /pa is
reserved. Manual intervention may be
required.

Resource 'ResourceName' from
Application with id '"ApplicationId'
was not migrated because the /

pa prefix is reserved when the
Application context root is /. Manual
intervention may be required.

The upgrade utility checks that the resource order
is consistent before and after the upgrade. This
message indicates that the resource order from

2.1 does not match 3.1. This is likely due to how
context roots in applications are ordered in 3.1. For
3.1, applications are ordered based on their context
root, where the longest context root is checked first
during resource matching.

One way to address this is to review and potentially
change the application context root values
associated with the virtual host to avoid URL
overlaps between applications.

Indicates a misconfiguration in the source version.
Check whether you intended to use an Identity
Mapping for the application and associate an
appropriate Web Session or Authorization Server if
necessary.

Indicates a misconfiguration in the source version.
Check whether the OAuth Rule is necessary to
implement the desired Access Control policy.

Indicates a misconfiguration in the source version.
Check whether the OAuth RuleSet is necessary to
implement the desired Access Control policy.

Indicates a Resource associated with the
Application is associated with OAuth Rules. This
is likely a misconfiguration, and it is necessary to
evaluate whether this was intended or not.

Indicates that an Availability Profile was created for
the Site during the upgrade. You may want to give
the Availability Profile a more descriptive name.

The /pa context root was allowed as a valid context
root in PingAccess 3.0 and is no longer allowed.

The /pa path prefix was allowed as a valid path
prefix in PingAccess 3.0 and is no longer allowed.
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The OAuth Groovy Script Rule no
longer controls the realm in the
response sent for an unauthorized
OAuth request.

The property 'PropertyName' was
set to a blank value to maintain
compatibility. However, it is
recommended that this be set to
' PropertyName=PropertyValue

As a security enhancement, the
default value of 'CipherList'

has changed with this version of
PingAccess. Your existing ciphers
remain unchanged. However, it is
recommended to use the default value:
' PropertyName=CipherList'.

The property 'PropertyName' was
set to a blank value to maintain
compatibility. However, it is
recommended that this be set to
' PropertyName=CipherList

The host for VirtualHost
VirtualHost: Port already has a KeyPair
associated with it. The KeyPair
previously associated with this
VirtualHost was removed. Only one
KeyPair can be associated with a given
host.

Application with name

'ApplicationName' not migrated as the
context root 'Path' was a reserved
path.

Resource with name 'ResourceName' not
migrated as the path 'Path' was a
reserved path.

The CIDR Rule with name 'RuleName' is

associated with an Agent Application
named 'ApplicationName' and overrides
the IP source configuration. A new
Agent rule should be created that does
not override the IP source.

With PingAccess 3.2, Realms have been moved

to the Application. The Realm can still be set using
the PingAccess Admin API interface. With the
change in context for how realms are applied,

it is necessary to check existing OAuth Groovy
Rules to ensure that they behave as expected. This
message is shown if any OAuth Groovy Rules exist
in the migrated configuration.

New Security Headers properties values are not set
during an upgrade in order to preserve the behavior
from the source release in the upgrade. If there

is no reason not to in your environment, update
run.properties with the recommended setting.

This message applies to the
admin.ssl.ciphers, engine.ssl.ciphers,
and agent.ssl.ciphers lists. This message is
displayed if the upgrade source version cipher lists
are changed from the defaults. We recommend
updating the configuration with the new default
value if possible.

This message applies to the
site.ssl.protocols, site.ssl.ciphers,
pf.ssl.protocols,and pf.ssl.ciphers
settings. The upgrade utility sets these values

as empty values in order to maintain backwards
compatibility, but the recommended value should
be used if possible.

If a Virtual Host has more than one key pair
associated with it, only one key pair will be
associated with it after the upgrade completes. This
message is displayed to indicate which key pair
was used.

If an application's context root is a reserved
PingAccess path, the application will not be
migrated. The indicated application will need to be
created with a context root that does not conflict
with the reserved path.

If a Resource path is a reserved PingAccess path,
the application will not be migrated. The indicated
application will need to be created with a context
root that does not conflict with the reserved path.

With changes in IP source header handling,
additional options are available to override the
headers used to identify the source address.

When an agent is involved, the changes in IP
source handling may cause the specified rule to not
behave as expected.
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Require HTTPS option on Application
'ApplicationName' was set to Setting
as Virtual Host had port Port. Please
verify this setting is correct.

VirtualHost 'VirtualHost' was not
migrated. An existing VirtualHost
existed with the same logical name
'VirtualHost'.

Renamed Virtual Host's Hostname from
'VirtualHost' to 'NewVirtualHost' due
to virtual host spec compliance issue

Removed Http Request Rule with

name 'RuleName', this Rule must be
converted to a groovy script rule.
Manual intervention may be required.

The upgrade utility attempts to set the Require
HTTPS option based on the virtual host associated
with an application during an upgrade. This
message is an advisory to just verify that the setting
was properly detected.

Virtual host names are now case-insensitive.
During the upgrade, after making the names case-
insensitive, a duplicate virtual host was identified. It
will be necessary to either recreate the virtual host
with a new name, or to modify the configuration so
the proper virtual host is migrated to the upgraded
system.

If a Virtual Host name contains an underscore ()
character, that does not conform to host naming
requirements. In this instance, the underscore will
be renamed to the string a-z. For example, if a
Virtual Host named my_virtual_host is migrated, the
new name will be mya-zvirtuala-zhost.

When an HTTP request rule is migrated from an
earlier release of PingAccess, rules that specify a
source of Body are not migrated. A Groovy script
rule can be used to perform a similar match, but the
details of such a Groovy script require administrator
intervention.

A simple Groovy script rule that would perform a
similar function might be:

requestBodyContains ('value')

We advise, however, that a script be constructed
that performs additional validation in order to
ensure the rule passes only when desired; a
generic match like this could lead to unexpected
results depending on what content might be in the
request body.
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The property 'PropertyName' uses

a customized value. "Your original
value has not been modified. You
may encounter startup or connection
problems if this value is not
supported by the JVM.

Rule with ID RuleId and name
'RuleName' was not migrated as matcher
was invalid for the Groovy rule type.

Invalid rules were removed from
RuleSet 'RuleSetName' which resulted
in an empty set.

The RuleSet was removed. Please check your
policy configuration.

Invalid rules were removed from
RuleSet 'RuleSetName'. Please check
your policy configuration.

Invalid Rules were removed from
Application 'ApplicationName'. Please
check your policy configuration.

Invalid RuleSets were removed from
Application 'ApplicationName'. Please
check your policy configuration.

Invalid Rules were removed from
Resource 'resource name'
Application 'ApplicationName'. Please

check your policy configuration.

on

Invalid RuleSets were removed
from Resource 'resource name'
Application 'ApplicationName'. Please
check your policy configuration.

on

When migrating SSL settings between versions of
PingAccess that use different JVM or JDK versions,
custom settings might not be compatible. If the
protocols or ciphers used are not compatible with
the target JVM or JDK, this message indicates
which settings need to be manually updated.

The PropertyName value can be any of the
following values:

= site.ssl.protocols

» site.ssl.ciphers

= pf.ssl.protocols

= pf.ssl.ciphers

= admin.ssl.protocols
» admin.ssl.ciphers

* engine.ssl.protocols
* engine.ssl.ciphers

= agent.ssl.protocols
= agent.ssl.ciphers

These messages may be displayed if the source
PingAccess installation has misconfigured Groovy
Rules.

This indicates that you are not permitted to add an
OAuth rule to an Application of type Web, by editing
an existing Rule Set.

Groovy or OAuth Groovy rules will not be migrated
for the following reasons:

= The OAuth Groovy rule was applied to a Web
application.

= The Groovy or OAuth Groovy uses a matcher
that is not appropriate for the application type.

Check the policy configuration.
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Rule with name 'RuleName' has been
removed from RuleSet with name
'RuleSetName'. Multiple Rate Limiting
Rules with the same Policy Granularity
cannot be included in a RuleSet."

Rule with name 'RuleName' has been
removed from RuleSet with name
'RuleSetName'. Multiple Cross-Origin
Request Rules cannot be included in a
RuleSet."

One or more notifications were issued
while migrating from version SOURCE to
version TARGET

Setting clusterconfig.enabled to false

The new configuration query port
feature has been disabled for backward
compatibility. Please refer to the
PingAccess clustering documentation
before enabling this feature.

One or more notifications were issued
while migrating from version SOURCE to
version TARGET

For backward compatibility, when
connecting to a protected, TLS SNI-
enabled Site, PingAccess will set

the SNI server name to the configured
target host and not the HTTP request
Host header value. Please refer to
PingAccess' upgrade documentation for
more information.

Localization property ' {property
name}' was added to pa-
messages.properties. Any customized
localization files should be updated.

Localization property ' {property
name}' in pa-messages.properties was
modified. Any customized localization
files should be updated.

Localization property ' {property
name}' was removed from pa-
messages.properties. This property
can be removed from any customized
localization files.

The upgrade utility supports migrating a RuleSet
containing multiple CORS or Rate Limiting rules
with the same Policy Granularity. The upgrade
utility will generate new action items, indicating that
rules were removed from a RuleSet.

These messages indicate that if both rules exist,
there is a restriction to a single Rate Limiting or
CORS rule. Please check to confirm that you have
applied the correct rule to the policy.

The new cluster config query port is enabled
by default for new PingAccess 4.0 installations
when running in CLUSTERED_CONSOLE or
CLUSTERED_CONSOLE_REPLICA mode.

During the upgrade process to version 4.0, the new
cluster config query port is disabled. Messages

are written to upgrade.log and audit.log

to indicate this cluster configuration change was
made.

Please refer to the PingAccess clustering
documentation before enabling this feature.

During upgrades to release 4.0 and higher,

the Upgrade Utility sets the value of
pa.site.tls.sni.legacyMode to true to
maintain compatibility with existing configurations.
This property is controlled in the run.properties
file and is not enabled on new installs.

This message will appear if new language
properties are added between the source and
target PA versions and you have added additional
language files or modified the en or en_US files.
Update any customized files as required.

This message will appear if the language properties
have changed between the source and target PA
versions and you have added additional language
files or modified the en or en_US files. Update any
customized files as required.

This message will appear if the language properties
have been removed between the source and

target PA versions and you have added additional
language files or modified the en or en_US files.
Update any customized files as required.
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WebSessionManagement contained

an invalid cookie name. Replaced
'{old cookie name}' with ' {new
cookie name}'. Please validate your
configuration.

Legacy authentication requirements
policy evaluation has been enabled
to maintain backward compatibility
with earlier versions of PingAccess.
To disable this setting, remove the
pa.policy.eval.acr.v42 property from
run.properties.

Property

was set to true in run.properties to
maintain existing behavior. In order
to log the ID of Global Unprotected
Resources, this property should be
removed or should be set to false
(default) . However, a value of false
(default) will result in resourceld
and applicationId audit logging
fields being logged as strings, not
integers, which may require audit
logging database schema changes if
these values are currently being used.

Invalid resource method 'Method' was
removed from Resource 'ResourceName'
on Application 'ApplicationName'.

Invalid Resource {name} on Application
{name} was removed because it did not
have any wvalid methods.

As of PingAccess 6.0, runtime state
clustering using JGroups has been
deprecated. Deployments relying on
runtime state clustering will continue
to function but the functionality will
be replaced in a future version.

pa.audit.log.applicationResourceIdsAsIné%£@¥§

This message will appear if the
WebSessionManagement has an invalid cookie
name. Invalid characters are replaced with an
underscore. Update any references as required.

This message will appear on upgrade to release
4.3 or higher if you have one or more authentication
requirements rules. You can make adjustments to
configured rules so you can remove this property
or you can maintain the property to leave existing
rules unaffected.

This message will appear on upgrade to release 5.1
r to support the existing logging behavior

of application resource IDs as integers. The default
behavior of release 5.1 and higher is to log these
IDs as strings. You can choose to log application
resource IDs as strings after the upgrade by
removing, or setting to false, the applicable property
in run.properties. This change may require a
modification to the audit logging database schema.

This message will appear on upgrade to release
5.3 or later if the source version has an application
resource that contains a method with whitespace.
The resource is preserved by the upgrade, but the
method is removed.

This message will appear on upgrade to release
5.3 or later if all of the methods associated with
a resource were removed with an Invalid
resource method error. The resource is not
migrated by the upgrade.

This message appears on an upgrade to release
6.0 or later. The runtime state clustering feature
itself is not deprecated, but the underlying methods
will change in future releases. No action is required.

Restoring a PingAccess configuration backup

If an upgrade fails, you can restore your PingAccess configuration using an automatically generated

backup.
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About this task

PingAccess automatically creates a backup zip file each time an Administrative user authenticates to
the administrative console. These backups are stored in PA HOME/data/archive, with a maximum
number of backups configurable using the pa.backup. filesToKeep configuration parameter in
run.properties.

@ . This operation will replace your current configuration settings.

Steps

1. Stop PingAccess.
2. Unzip the backup file to PA HOME.
3. Restart PingAccess.

Results
Your PingAccess configuration will now be reverted to the state in the backup archive that was restored.

Upgrade Troubleshooting
This table lists some potential problems and resolutions you may encounter while upgrading PingAccess.

Issue Resolution

Upgrade from version Review the Groovy development reference guide and the Upgrade

4.3 or earlier fails due to considerations on page 22 to verify that your Groovy scripts are prepared
Groovy rule changes. for the upgrade.

Custom plugins are Manually add the custom plugins to the <PA Home>/deploy directory.
missing after upgrade

Upgrade utility configuration file reference

This document provides a reference to configurable parameters used by the upgrade utility. These
parameters are configured in the run.properties file located at <UU HOME>/conf/.

pa.upgrade.source.ssl.ciphers

Defines the type of cryptographic ciphers available for use with the source PingAccess.
pa.upgrade.source.ssl.protocols

Defines the protocols available for use with the source PingAccess.
pa.upgrade.target.ssl.ciphers

Defines the type of cryptographic ciphers available for use with the target PingAccess. If not
specified, the JVM default values are used.

pa.upgrade.target.ssl.protocols

Defines the protocols available for use with the target PingAccess. If not specified, the JVM default
values are used.

pa.upgrade.http.client.connection.timeout.ms

Defines, in milliseconds, the amount of time to wait before timing out the connection to the HTTP
client. The default value is 3600000.

pa.upgrade.http.client.socket.timeout.ms

Defines, in milliseconds, the HTTP client socket timeout. The default value is 3600000.

Copyright ©2022



PingAccess: Zero Downtime Upgrade

| Upgrading PingAccess | 81

Introduction

This document describes the steps required to perform a zero downtime upgrade of a PingAccess cluster
to version 5.0 or higher. A zero downtime upgrade allows you to upgrade your environment with no impact

to resource availability or existing user sessions.

Though this procedure is applicable to any PingAccess cluster upgrade to version 5.0 or higher, there are
minor variations depending on your PingAccess source version. Those variations are clearly described

where applicable.

Note that there are some steps, particularly those related to working with a load balancer, that are
dependent on your environment. It is expected that you are familiar with the tasks required by these steps
and, accordingly, this document does not attempt to offer detailed instruction on performing these tasks.

You can upgrade from any version using the upgrade utility, or you can upgrade from version 6.0 to the
latest maintenance release using the incremental update bundle. This procedure includes the steps for

both methods.

downtime.

@ Important: In order to achieve a successful upgrade, perform the steps in this document in the
order that they are presented. Deviation from these steps may result in a failed upgrade and/or system

upgrading to PingAccess 6.0.

@ Note: If you are using PingAccess 3.2 or earlier, you must upgrade to PingAccess 4.3 or 5.3 before

Before you begin, review the Upgrade considerations on page 22.

To begin the upgrade process, Disable key rolling to prevent active sessions from being invalidated.

Step 1: Disabling key rolling

In this step, you will disable key rolling to prevent active sessions from being invalidated during the
upgrade process. This is a temporary modification that you will address when the upgrade is complete.

Note that there are different procedures at this stage depending on the source version of PingAccess.

LB
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WebsSession Engine 1

Cookie
oone Engine 2

Engine 3

= Disabling key rolling in PingAccess 6.0 on page 82
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Source Target

= Disabling key rolling in PingAccess 5.2 or 5.3 on page 82
= Disabling key rolling in PingAccess 5.0 or 5.1 on page 82
= Disabling key rolling in PingAccess 4.3 or earlier on page 83
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Next, you will upgrade the Admin node.

Disabling key rolling in PingAccess 6.0
If the source is PingAccess 6.0, you can disable key rolling.

Steps

Click Access and then click Identity Mappings# Identity Mappings.

In the Auth Token Management section, deselect Key Roll Enabled.
Click Save.

Click Access and then click Web Sessions# Web Session Management.
In the Web Session Management section, deselect Key Roll Enabled.
Click Save.

Click Access and then click Token Validation# OAuth Key Management.
In the OAuth Key Management section, deselect Key Roll Enabled.
Click Save.

© © N O wDNPRE

Next steps

Next, you will upgrade the Admin node.

Disabling key rolling in PingAccess 5.2 or 5.3
If the source is PingAccess 5.2 or 5.3, you can disable key rolling.

Steps

Go to Settings# Access# Identity Mappings.

In the Auth Token Management section, deselect Key Roll Enabled.
Click Save.

Go to Settings# Access# Web Sessions.

In the Web Session Management section, deselect Key Roll Enabled.
Click Save.

Go to Settings# System# Token Validation.

In the OAuth Key Management section, deselect Key Roll Enabled.
Click Save.

© © N wDNPRE

Next steps

Next, you will upgrade the Admin node.

Disabling key rolling in PingAccess 5.0 or 5.1
If the source is PingAccess 5.0 or 5.1, you can disable key rolling.

Steps

Go to Settings# Access# ldentity Mappings.

In the Auth Token Management section, deselect Key Roll Enabled.
Click Save.

Go to Settings# Access# Web Sessions.

In the Web Session Management section, deselect Key Roll Enabled.
Click Save.

o 0k wdhPRE
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Next steps

Next, you will upgrade the Admin node.

Disabling key rolling in PingAccess 4.3 or earlier
If the source is a version of PingAccess earlier than 5.0, you can set the key rolling interval to a value that
allows enough time for the upgrade to be completed successfully.

Steps

Go to Settings# Access# ldentity Mappings.

In the Auth Token Management section, specify a Key Roll Interval of 240 (10 days).
Click Save.

Go to Settings# Access# Web Sessions.

In the Web Session Management section, specify a Key Roll interval of 240 (10 days).
Click Save.

o g s wdh PR

Next steps

Next, you will upgrade the Admin node.

Step 2: Upgrading the Admin node

In this step, you will upgrade the PingAccess administrative node using the PingAccess Upgrade Utility. As
part of this step, you will use the -r switch to disable configuration replication on the target version.

Before you begin

For more information on upgrading PingAccess, see Upgrade PingAccess.
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Source Target

Prior to beginning the upgrade process, make sure you have:

= Ensured PingAccess is running

= Downloaded the PingAccess distribution ZIP file or the incremental update bundle and extracted it.
= The PingAccess license, if you are switching to a new license file

= Administrator credentials

= Basic Authentication enabled

About this task

Any warnings or errors encountered are recorded in 1og/upgrade. log, as well as on the screen while
the utility is being run. The upgrade uses an exit code of 0 to indicate a successful upgrade and an exit
code of 1 to indicate failure.
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@ Important:

If you are upgrading from version 4.3 or earlier, and your installation uses custom plugins, they will need
to be rebuilt against the new (5.0) SDK. You will then run the upgrade utility manually with the new -i
command-line option to specify a directory containing the custom plugin jars and only the custom plugin
jars. To migrate your custom plugins, see the PingAccess Addon SDK for Java Migration Guide.

@ Info: During the upgrade, it is important to not make any changes to the running PingAccess
environment.

Steps

1. If you are using the upgrade utility, change to the new version's /upgrade/bin directory on the
command line. For example:

cd /pingaccess-6.0.0/upgrade/bin

2. If you are using the incremental update bundle, disable configuration replication for the replica
administrative node.

In a browser, go to https://<PingAccessHost>:9000/pa-admin-api/v3/api-docs/.

Expand the /adminConfig/replicaAdmins endpoint.

Click the GET /fadminConfig/replicaAdmins operation.

Click Try it out! and note the id for the replica admin.

Click the GET /adminConfig/replicaAdmins/{id} operation.

Enter the id of the replica admin you want to update and click Try it out!

Copy the Response Body.

Click the PUT /fadminConfig/replicaAdmins/{id} operation and enter the id of the replica admin

you want to update.

Paste the Response Body you copied and change "configReplicationEnabled" to false.

j- Click Try it out!

Se@ "0 a0 o

If the operation is successful, you will receive a Response Code of 200.
3. If you are using the incremental update bundle, disable configuration replication for each engine node.
In a browser, go to https://<PingAccessHost>:9000/pa-admin-api/v3/api-docs/.
Expand the /engines endpoint.
Click the GET /engines operation.
Click Try it out! and note the engine id for each engine.
Click the GET /engines/{id} operation.
Enter the id of the engine you want to update and click Try it out!
Copy the Response Body.
Click the PUT /engines/{id} operation and enter the id of the engine you want to update.
Paste the Response Body you copied and change "configReplicationEnabled" to false.
Click Try it out!

o

R = R R

If the operation is successful, you will receive a Response Code of 200.
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4. Upgrade the system:

= If you are using the upgrade utility on a Windows system, use this command: upgrade .bat -

r [-p <admin port>] [-1i <directory>] [-J <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | --silent] <sourcePingAccessRootDir>.
For example:

upgrade.bat -r ../pingaccess-5.3.0

= If you are using the upgrade utility on a Linux system, use this command: . /upgrade.sh -r

[-p <admin port>] [-1 <directory>] [-] <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | —--silent] <sourcePingAccessRootDir>.
For example:

./upgrade.sh -r ../pingaccess-5.3.0

= If you are using the incremental update package, open the readme file and make the file changes
specified in the readme.

@ Important: The -r switch will disable configuration replication on the Admin node. You will re-
enable configuration replication after the Admin and all engine nodes have been upgraded.

Parameter definitions

The command-line parameters are the same regardless of the platform, and are defined as follows:

Parameter Value description

-r | --disable-config-replication Disables configuration replication on the Admin
node.

-p <admin_port> Optional port to be used by the temporary

PingAccess instance run during the upgrade. The
default is 9001.

-i <directory> An optional directory containing additional library
JAR files (e.g. plugins, JDBC drivers) to be copied
into the target installation.

Beginning in version 6.0, JAR files are stored in
the <PA HOME>/deploy folder.

During an upgrade from versions earlier than
6.0, third-party JAR files are migrated from the
1ib folder to the deploy folder if no directory is
specified.

During an upgrade from version 6.0 or later, the
contents of the deploy folder are migrated to the
new <PA HOME>/deploy folder if no directory is

specified.

<sourcePingAccessRootDir> The PA_HOME for the source PingAccess
version.

-| <newPingAccessLicense> An optional path to the PingAccess license file

to use for the target version. If not specified, the
existing license is reused.
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Parameter Value description

-j <jlvm_memory_options_file> An optional path to a file with JVM memory
options to use for the new PingAccess instance
during the upgrade.

-s | --silent Run the upgrade with no user input required.
To use this option, specify the source version's
credentials using environment variables.

Environment Variables
You can specify the username and password for the source version using these environment variables:

= PA SOURCE API USERNAME — The username for the source version's Admin API. This should be
set to Administrator.

= PA SOURCE_API PASSWORD — The basic authorization password for the Administrator in the source
version's Admin API.

JVM Memory options

These options can be included in the JVM memory options file. Memory amounts use m or g to specify
the unit.

= = -Xms<amount>-— Mimimum heap size.
= -Xmx<amount>-— Maximum heap size.
= -XX:NewSize=<amount>— Minimum size for the Young Gen space.
= -XX:MaxNewSize=<amount>— Maximum size for the Young Gen space.
= -XX:+UseParallelGC — Specifies that the parallel garbage collector should be used.

For example:

#Sample JVM Memory options file
-Xms512m

-Xmx1lg

-XX:NewSize=256m
-XX:MaxNewSize=512m
-XX:+UseParallelGC

You can copy the existing PA_HOME/conf/jvm-memory.options file to create a JVM memory
options file for the upgrade.

5. Stop the existing PingAccess admin instance.
6. Start the new PingAccess admin instance.

Next steps

@ Important: If PingAccess is running as a service, and you upgraded using the upgrade utility:

= In Linux, update PA_ HOME in /etc/systemd/system/pingaccess.service to point to the new
installation.

= In Windows, remove the existing PingAccess service (<OLD PA HOME>\sbin\Windows
\uninstall-service.bat) and add the new service (<NEW PA HOME>\sbin\Windows
\install-service.bat).

After you have upgraded the administrative node, you can upgrade the replica admin node.
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Step 3: Upgrading the Replica Admin node

In this step, you will upgrade the PingAccess replica administrative node using the PingAccess Upgrade
Utility, then resume configuration replication.

About this task

Any warnings or errors encountered are recorded in 1og/upgrade. log, as well as on the screen while
the utility is being run. The upgrade uses an exit code of 0 to indicate a successful upgrade and an exit
code of 1 to indicate failure.

@ Info: During the upgrade, it is important to not make any changes to the running PingAccess
environment.

Steps

1. If you are using the upgrade utility, change to the new version's /upgrade/bin directory on the
command line. For example:

cd /pingaccess-6.0.0/upgrade/bin

2. Upgrade the system:

= If you are using the upgrade utility on a Windows system, use this command: upgrade .bat

[-p <admin port>] [-1 <directory>] [-] <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | —--silent] <sourcePingAccessRootDir>
For example:

upgrade.bat ../pingaccess-5.3.0

= If you are using the upgrade utility on a Linux system, use this command: . /upgrade.sh [-

p <admin port>] [-i <directory>] [-j <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | --silent] <sourcePingAccessRootDir>
For example:

./upgrade.sh ../pingaccess-5.3.0

= If you are using the incremental update package, open the readme file and make the file changes
specified in the readme.

Parameter definitions

The command-line parameters are the same regardless of the platform, and are defined as follows:

Parameter Value description

-p <admin_port> Optional port to be used by the temporary
PingAccess instance run during the upgrade. The
default is 9001.
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Parameter Value description

-i <directory> An optional directory containing additional library
JAR files (e.g. plugins, JDBC drivers) to be copied
into the target installation.

Beginning in version 6.0, JAR files are stored in
the <PA HOME>/deploy folder.

During an upgrade from versions earlier than
6.0, third-party JAR files are migrated from the
1ib folder to the deploy folder if no directory is
specified.

During an upgrade from version 6.0 or later, the
contents of the deploy folder are migrated to the
new <PA HOME>/deploy folder if no directory is

specified.

<sourcePingAccessRootDir> The PA_HOME for the source PingAccess
version.

-| <newPingAccessLicense> An optional path to the PingAccess license file

to use for the target version. If not specified, the
existing license is reused.

-j <jlvm_memory_options_file> An optional path to a file with JVM memory
options to use for the new PingAccess instance
during the upgrade.

-s | --silent Run the upgrade with no user input required.
To use this option, specify the source version's
credentials using environment variables.

Environment Variables
You can specify the username and password for the source version using these environment variables:

= PA SOURCE API USERNAME — The username for the source version's Admin API. This should be
set to Administrator.

= PA SOURCE_API PASSWORD — The basic authorization password for the Administrator in the source
version's Admin API.

JVM Memory options

These options can be included in the JVM memory options file. Memory amounts use m or g to specify
the unit.

= = -Xms<amount>-— Mimimum heap size.
= -Xmx<amount>-— Maximum heap size.
= -XX:NewSize=<amount>— Minimum size for the Young Gen space.
= -XX:MaxNewSize=<amount>— Maximum size for the Young Gen space.
= -XX:+UseParallelGC — Specifies that the parallel garbage collector should be used.

For example:

#Sample JVM Memory options file
-Xms512m

-Xmx1lg

-XX:NewSize=256m
-XX:MaxNewSize=512m
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-XX:+UseParallelGC

You can copy the existing PA_HOME/conf/jvm-memory.options file to create a JVM memory
options file for the upgrade.

3. Stop the existing PingAccess replica admin instance.

4. Start the new PingAccess replica admin instance.

Resume configuration replication for the replica admin node:

In a browser, go to https://<PingAccessHost>:9000/pa-admin-api/v3/api-docs/.
Expand the /adminConfig/replicaAdmins endpoint.

Click the GET /fadminConfig/replicaAdmins operation.

Click Try it out! and note the id for the replica admin.

Click the GET /adminConfig/replicaAdmins/{id} operation.

10.Enter the id of the replica admin you want to update and click Try it out!

11.Copy the Response Body.

12.Click the PUT /adminConfig/replicaAdmins/{id} operation and enter the id of the replica admin you
want to update.

13.Paste the Response Body you copied and change "configReplicationEnabled" to true.
14.Click Try it out!

© © N o u

If the operation is successful, you will receive a Response Code of 200.
15.Click Settings and then click Clustering# Administrative Nodes.

16.Ensure the Replica Administrative Node displayed and reporting on the Administrative Nodes
screen. A healthy node shows a green status indicator.

Next steps
After you have upgraded the administrative and replica administrative nodes, you can begin upgrading the
engines.

Step 4: Upgrade engines

This phase of the zero downtime upgrade focuses on upgrading each engine in the cluster. To maintain
resource availability, you perform this set of steps on one engine at a time until all engines are
successfully upgraded.

@ Important: It is imperative that you perform these steps on one engine at a time to maintain
availability. Engines are identified by the engine name. Ensure that the engine that you remove from the
load balancer aligns with the engine definition you import.

This phase requires that the following steps take place for each engine in the cluster, one at a time:

= Remove the engine from the load balancer

= Upgrade the engine

= Resuming configuration replication on page 93
= Add the engine to the load balancer

@ Important: Do not begin the upgrade of an additional engine until the active engine upgrade is
completed and the engine is reporting to the PingAccess administrative node.

Removing the engine from the load balancer configuration
This step requires you to remove the engine from the load balancer configuration. Since this step is
dependent on your environment, no specific instruction will be provided.
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Before you begin

It is assumed that you are familiar with the steps required to temporarily remove the engine from your load
balancer configuration.

@ Important: To maintain resource availability, you should remove only the engine you are upgrading.
After the upgrade is complete, you will add the engine back to the load balancer configuration. Only after
you confirm that the engine has been successfully added to the load balancer and is reporting properly to
PingAccess should you begin the upgrade process on additional engines.
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Steps

1. Identify and note the engine you want to upgrade. Ensure you have the engine definition for this engine
available.

2. Remove the engine from the load balancer.

@ Note: Keep a record of the changes you make so that you can reverse this operation later in
Adding the engine to the load balancer configuration on page 94.

3. Restart the load balancer.

Upgrading the engine
In this step, you will use the PingAccess Upgrade Utility to upgrade the engine.

Before you begin

For more information on upgrading PingAccess, see Upgrade PingAccess.
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Prerequisites

Prior to beginning the upgrade process, make sure you have:
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= Ensured the PingAccess engine is running
= Downloaded the PingAccess distribution ZIP file
= The PingAccess license

About this task

Any warnings or errors encountered are recorded in 1og/upgrade. log, as well as on the screen while
the utility is being run. The upgrade uses an exit code of 0 to indicate a successful upgrade and an exit
code of 1 to indicate failure.

Steps

1. If you are using the upgrade utility, change to the new version's /upgrade/bin directory on the
command line. For example:

cd /pingaccess-6.0.0/upgrade/bin

2. Upgrade the system:

= If you are using the upgrade utility on a Windows system, use this command: upgrade .bat

[-p <admin port>] [-1 <directory>] [-] <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | —--silent] <sourcePingAccessRootDir>.
For example:

upgrade.bat ../pingaccess-5.3.0

= If you are using the upgrade utility on a Linux system, use this command: . /upgrade.sh [-

p <admin port>] [-i <directory>] [-j <jvm memory options file>] [-1
<newPingAccessLicense>] [-s | —--silent] <sourcePingAccessRootDir>.
For example:

./upgrade.sh ../pingaccess-5.3.0

= If you are using the incremental update package, open the readme file and make the file changes
specified in the readme.

Parameter definitions

The command-line parameters are the same regardless of the platform, and are defined as follows:

Parameter Value description

-p <admin_port> Optional port to be used by the temporary
PingAccess instance run during the upgrade. The
default is 9001.
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Parameter Value description

-i <directory> An optional directory containing additional library
JAR files (e.g. plugins, JDBC drivers) to be copied
into the target installation.

Beginning in version 6.0, JAR files are stored in
the <PA HOME>/deploy folder.

During an upgrade from versions earlier than
6.0, third-party JAR files are migrated from the
1ib folder to the deploy folder if no directory is
specified.

During an upgrade from version 6.0 or later, the
contents of the deploy folder are migrated to the
new <PA HOME>/deploy folder if no directory is

specified.

<sourcePingAccessRootDir> The PA_HOME for the source PingAccess
version.

-| <newPingAccessLicense> An optional path to the PingAccess license file

to use for the target version. If not specified, the
existing license is reused.

-j <jlvm_memory_options_file> An optional path to a file with JVM memory
options to use for the new PingAccess instance
during the upgrade.

-s | --silent Run the upgrade with no user input required.
To use this option, specify the source version's
credentials using environment variables.

Environment Variables
You can specify the username and password for the source version using these environment variables:

= PA SOURCE API USERNAME — The username for the source version's Admin API. This should be
set to Administrator.

= PA SOURCE_API PASSWORD — The basic authorization password for the Administrator in the source
version's Admin API.

JVM Memory options

These options can be included in the JVM memory options file. Memory amounts use m or g to specify
the unit.

= = -Xms<amount>-— Mimimum heap size.
= -Xmx<amount>-— Maximum heap size.
= -XX:NewSize=<amount>— Minimum size for the Young Gen space.
= -XX:MaxNewSize=<amount>— Maximum size for the Young Gen space.
= -XX:+UseParallelGC — Specifies that the parallel garbage collector should be used.

#Sample JVM Memory options file
-Xms512m

-Xmx1lg

-XX:NewSize=256m
-XX:MaxNewSize=512m
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-XX:+UseParallelGC

You can copy the existing PA_HOME/conf/jvm-memory.options file to create a JVM memory
options file for the upgrade.

3. Stop the existing PingAccess instance. Do not start the new instance.

Next steps

@ Important: If PingAccess is running as a service and you upgraded using the upgrade utility::

= In Linux, update PA_ HOME in /etc/systemd/system/pingaccess.service to point to the new
installation.

= In Windows, remove the existing PingAccess service (<OLD_ PA HOME>\sbin\Windows
\uninstall-service.bat)and add the new service (<NEW_PA HOME>\sbin\Windows
\install-service.bat).

Resuming configuration replication
In this step, you will resume configuration replication that was disabled by the Upgrade Utility. You will
perform this step for all engine nodes in the cluster.

Before you begin
You will use the PingAccess Admin API to GET and PUT the relevant configuration data for each of these
items.

Engine 1 WebSession

Keys
LB = )
o y  x ’* Engine 2 Ne.w Admin ?
G —— ¥ = = Bl ey Rol
— —
WebSi el

'::o:l::(m - Engine 3 % Engine 1
Engine 2 A Engine 2
Engine 3 —— Engine 3

Source Target

To resume configuration replication:

@ Note: Perform the following steps for each engine in the cluster.

Steps

1. Inabrowser, goto https://<PingAccessHost>:9000/pa-admin-api/v3/api-docs/.

2. For engines, expand the /engines endpoint.

3. Click the GET /engines operation.

4. Click Try it out! and note the engine id for each engine.

5. Click the GET /engines/{id} operation.

6. Enter the id of the engine you want to update and click Try it out!

7. Copy the entire Response Body.

8. Click the PUT /engines/{id} operation and enter the id of the engine you want to update.

9. Paste the entire Response Body you copied and change "configReplicationEnabled" to true.
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10.Click Try it out!

If the operation is successful, you will receive a Response Code of 200.
11.Start the node.
12.Repeat the previous steps for each node.
13.Click Settings and then click Clustering# Engines.
14.Ensure the engines are displayed and reporting. A healthy engine shows a green status indicator.

@ Note: There may be a delay in bringing the engine to a running status. If the engine does not
immediately show as reporting, refresh the page until the engine status indicator is green (running).
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Adding the engine to the load balancer configuration
This step requires you to add the engine back to the load balancer configuration. Since this step is
dependent on your environment, no specific instruction will be provided.

Before you begin

It is assumed that you are familiar with the steps required to add the engine back to the load balancer
configuration.

After you confirm that the engine has been successfully added to the load balancer and is reporting
properly to PingAccess, you can begin the upgrade process on additional engines.
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Steps

1. To add the engine to the load balancer configuration, reverse the steps you took in Removing the
engine from the load balancer configuration on page 89 to remove the engine.

2. Restart the load balancer.
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Next steps

Repeat the Step 4: Upgrade engines on page 89 process until each engine has been upgraded.

When all engines have been upgraded, added to the load balancer configuration, and are reporting to
PingAccess, you can move on to the final step, Enable key rolling, to complete the zero downtime upgrade
process.

Step 5: Enable key rolling
In this step, you resume key rolling.

Before you begin
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Steps

Click Access and then click Identity Mappings# Identity Mappings.

In the Auth Token Management section, select Key Roll Enabled.

Verify that the Key Roll Interval (H) is correct, then click Save.

Click Access and then click Web Sessions# Web Session Management.
In the Web Session Management section, select Key Roll Enabled.
Verify that the Key Roll Interval (H) is correct, then click Save.

Click Access and then click Token Validation# OAuth Key Management.
In the OAuth Key Management section, select Key Roll Enabled.

Verify that the Key Roll Interval (H) is correct, then click Save.
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Recovering from a failed upgrade
You can recover your PingAccess cluster by switching back to the source version if the upgrade fails.

Before you begin

The Zero Downtime Upgrade process creates a set of new folders for the upgraded installation. The pre-
upgrade source installation is not affected.

To recover your PingAccess cluster in the event of a failure, you would utilize the former installation using
these steps.

Steps

1. Stop any upgraded PingAccess instances.

Start the original PingAccess instance on the Admin node.

Import the engine definitions back into the original PingAccess instance.
Start the original PingAccess instances on the Engine nodes.

Ensure all engines are added to the load balancer configuration.

a s~ DN
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Reference Guides

API Endpoints

PingAccess endpoints

These endpoints enable external applications to communicate with the PingAccess server and provide
complete administrative capabilities of the product.

Heartbeat endpoint
Enables administrators to verify that the server is running.
OpenlID Connect endpoints

Enable PingFederate or other token providers to interface with PingAccess using the OpenlD
Connect (OIDC) protocol.

Authentication Token Management endpoint

Enables protected applications to validate authentication tokens issued by a PingAccess identity
mapping.
OAuth endpoint
Enables an OAuth Authorization Server to interface with PingAccess as an OAuth Resource Server.
Administrative APl endpoints

Enable users to use PingAccess administrative functions.These are REST APIs that include
documentation and testing tools.

@ Important: Some endpoint examples in this document include the /pa reserved path. This document
assumes the default application reserved path has not been modified. You can modify the reserved path
using the PingAccess Admin API. If the reserved path has been modified, update endpoint and other
applicable application URLs appropriately.

Heartbeat endpoint
This page describes the endpoint used to verify that the PingAccess server is running and, depending on
security settings, view details about the configuration.

You can make this call to any active PingAccess listener and on any node in a PingAccess cluster. For
example, with default port configurations, a Clustered Console Replica will respond to this endpoint on port
9000, and a Clustered Engine will respond to it on port 3000.

/pa/heartbeat.ping

This endpoint returns a short or detailed status for the target PingAccess server, based on the value of the
enable.detailed.heartbeat.response parameterin run.properties. Load balancers can use
this endpoint to determine the status of PingAccess.

@ Info: Begin the URL with the server name and the PingAccess runtime port number. For example:
https://hostname:3000/pa/heartbeat.ping.

If an error is returned, this indicates that the PingAccess instance associated with the endpoint is down.

If enable.detailed.heartbeat.response is setto false (the default value) and the PingAccess
instance is running, the endpoint returns an HTTP 200 status and the text OK.
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If enable.detailed.heartbeat.response is setto true and the PingAccess instance is running, a
configurable status with additional details is returned. The response output format is an Apache Velocity
template defined in PA HOME/conf/template/heartbeat.page.json. You can modify this template
to suit your needs. The following values are available:

Value Description

$monitor.getTotalJvmMemory(‘bytes'|'KB'|'MB'|'GB") Returns the total memory in the JVM. Specify
'bytes’, 'KB', "MB', or 'GB' to specify the units.
'bytes' is the default if not specified.

$monitor.getUsedJvmMemory(‘bytes'|'KB'|'MB'|'GB’) and the PingAccess instance is running, a
configurable status with additional details isReturns
the used memory in the JVM. Specify 'bytes', 'KB',
"MB', or 'GB' to specify the units. 'bytes' is the
default if not specified.

$monitor.getFreeJvmMemory(‘bytes'|'KB'|'MB'|'GB') Returns the free memory in the JVM. Specify
'bytes’, 'KB', "MB', or 'GB' to specify the units.
'bytes' is the default if not specified.

$monitor.getTotalPhysicalSystemMemory(‘bytes'|'KB'R¢Bif@&Bthe total system memory. Specify 'bytes’,
'KB', "MB"', or 'GB' to specify the units. 'bytes' is the
default if not specified.

$monitor.getTotalUsedPhysicalSystemMemory('bytesREBiHdBHESBEd system memory. Specify 'bytes’,
'KB', "MB"', or 'GB' to specify the units. 'bytes' is the
default if not specified.

$monitor.getTotalFreePhysicalSystemMemory('bytes' ReBiNMBIliE€ Bge system memory. Specify 'bytes’,
'KB', "MB"', or 'GB' to specify the units. 'bytes' is the
default if not specified.

$monitor.getHostname() Returns the hostname for the system running
PingAccess.

$monitor.getNumberOfCpus() Returns the number of CPU cores in the system.

$monitor.getCpulLoad('### ##'") Returns the current CPU utilization. The parameter

contains an optional format value. If the format

is specified, the value returned is returned as a
percentage value from 0%-100%, formatted using
the Java DecimalFormat specification. If no format
value is specified, then the value returned is a real
number from 0 to 1 which represents the CPU
utilization percentage. For example, a format value
of "###.##" will return a value similar to "56.12", but
no specified format would result in the value being
returned as "0.5612".

$monitor.getOpenClientConnections() Returns the current number of clients connected to
PingAccess.
$monitor.getNumberOfVirtualHosts() Returns the current number of configured virtual

hosts in PingAccess.

$monitor.getNumberOfApplications() Returns the current number of configured
applications in PingAccess.
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Value Description

$monitor.getNumberOfSites() Returns the current number of configured sites
in the PingAccess configuration database. In a
clustered environment, on the engine nodes, this
number will reflect the number of sites associated
with applications rather than the number of
configured sites that show on the admin node.
For more information, see Server Clustering
documentation. This value is not included in the
default template, but can be added by the system
administrator if desired.

$monitor.getLastRefreshTime('yyyy/MM/dd Returns the time the PingAccess configuration

HH:mm:ss") was last refreshed. The parameter specifies the
date format to use; if no value is specified, the
ISO 8601 date format is used. If the parameter is
specified, the format used comes from the Joda
DateTimeFormat specification.

The default content type for the output is application/json. However, you can specify a content type header
using the Smonitor.setContentType () line in the template.

If you update the enable.detailed.heartbeat.response value, you must restart PingAccess to
make the new value take effect.

Calls to this endpoint can be logged in the audit log. You can enable the logging of heartbeat calls using
the /httpConfig/monitoring administrative endpoint. See the Administrative APl endpoints on page
99 for more information.

OpenlD Connect endpoints
This page describes the endpoints needed for PingFederate or another token provider to interface with
PingAccess using the OpenID Connect (OIDC) protocol.

These endpoints are available on the engine.http.port and agent.http.port ports defined in
PA HOME/conf/run.properties.

/paloidc/logout

This endpoint clears the browser cookie containing the PA Token. This endpoint enables end users to
trigger the removal of their own PA Cookie from the browser they are using. The user is redirected to
the Logged Out page. You can modify the template for this page, located at <PA INSTALL>/conf/
template/general.loggedout.page.template.html.

@ Info: This endpoint does not retain any server-side state to denote log off. Additionally, unless single-
logout is selected for the token provider, this endpoint clears the cookie only from the requested host/
domain, and the cookie may still exist in requests bound for other hosts/domains.

@ Note: If you selected the Use Single-Logout option when configuring the token provider, this
endpoint also sends a logout request to the token provider, which completes a full SLO flow.

/paloidc/ch

This endpoint receives the ID Token from the token provider.
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/paloidc/JWKS

This endpoint is used by the token provider's JWT Token Processor for signature verification. This
endpoint must be used in conjunction with the configuration of a JWT token processor instance in the
token provider. For more information on configuring a JWT in PingFederate, see the PingFederate
documentation.

/pa/oidc/logout.png

This endpoint is used by the token provider to initiate a logout from PingAccess in conjunction with the
single logout functionality, terminating the PA tokens across domains.

Authentication Token Management endpoint
This page describes the endpoint used for Authentication Token Management.

/pa/authtoken/JWKS

This endpoint is used by backend sites to validate the signature of a JWT. For more information on JWT,
see the OpenlD Connect 1.0 Developers Guide.

OAuth endpoint
This page describes the endpoint used by an OAuth authorization server to interface with PingAccess as
an OAuth resource server.

/pa/oauth/JWKS

This endpoint is used by an OAuth authorization server to acquire PingAccess public keys for encryption of
access tokens. The output uses the IETF JWK format for public keys.

Administrative APl endpoints
This page describes the endpoints available for administering PingAccess.

PingAccess ships with interactive documentation for both developers and non-developers to explore the
PingAccess API endpoints, view a reference of the metadata for each API, and experiment with API calls.
PingAccess APIs are REST APIs that provide complete administrative capabilities of the product. They can
be called from custom applications or from command line tools such as cURL.

These endpoints are only available on the admin.port definedin PA HOME/conf/run.properties
at path /pa-admin-api/v3/api-docs/ (https://<PA HOME>:<PORT>/pa-admin-api/v3/api-
docs/).

@ Note: For enhanced API security, you must include Xx-XSRF-Header: PingAccess in all requests
and use the application/json content type for PUT/POST requests.

Clustering Reference Guide

Clustering

PingAccess can be configured in a clustered environment to provide higher scalability and availability for
critical services.

When deployed appropriately, server clustering can facilitate high availability of critical services. Clustering
can also increase performance and overall system throughput. It is important to understand, however, that
availability and performance are often at opposite ends of the deployment spectrum. Thus, you may need
to make some configuration tradeoffs that balance availability with performance to accommodate specific
deployment goals.

PingAccess clusters are made up of three types of nodes:
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Administrative Node
Provides the administrator with a configuration interface.
Replica Administrative Node

Provides the administrator with the ability to recover a failed administrative node using a manual
failover procedure.

Engine Node

Handles incoming client requests and evaluates policy decisions based on the configuration
replicated from the administrative node.

Any number of engine nodes can be configured in a cluster, but only one administrative node and one
replica administrative node can be configured in a cluster.

You should manage incoming traffic to the engine nodes using load balancers or other mechanisms.
PingAccess clusters do not dynamically manage or load-balance request traffic to individual engine nodes.

Configuration information is replicated to all of the engine nodes and the replica administrative node

from the administrative node. State information sharing between engine nodes is not part of a default
cluster configuration. However, some environments can benefit from Runtime State Clustering, which is an
optional function that lets engine nodes replicate and share some state information with each other.

The license file on the administrative node is replicated to all of the engine nodes and the replica
administrative node. The engine nodes do not require a license to function, but some default templates
appear differently depending on the information in the license.

Node failure implications

The failure of a node within a PingAccess cluster can have short-term or long-term implications, depending
on the node and your network state.

Node issues

Node issue Result Recommendation
Administrative node The engine nodes function using Fail over to the replica administrative
failure stored configurations, but cannot node until the administrative node can
update their configurations. be restarted.
Replica administrative | The engine nodes and administrative | Restart the replica administrative node
node failure node function normally. No failover as soon as possible.
is available in case of administrative
node failure.
Administrative and The engine nodes function using Restart the administrative node as
replica node failure stored configurations, but cannot soon as possible, or restart the replica
update their configurations. No failover | administrative node and fail over.
is available.
Some engine nodes Affected engine nodes function using | Restore administrative node access as
cannot reach the stored configurations, if any, but soon as possible.
administrative node cannot update their configurations.

If the administrative node performs
key rolling, the affected engine nodes
cannot recognize the new PingAccess
internal cookie.
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Cluster properties
Use the run.properties and bootstrap.properties files to configure your environment.

In a cluster, you can configure each PingAccess node to serve as either an administrative node, a replica
administrative node, or an engine node in the run.properties file. The run.properties file for the
administrative node also contains server-specific configuration data.

At startup, a PingAccess engine node in a cluster checks its local configuration and then makes a call to
the administrative node to check for changes. You can configure how often each engine node in a cluster
checks the administrative node for changes in the engine run.properties file.

Configuration information is replicated to all engine nodes. By default, engine nodes do not share runtime
state. You can configure nodes for Runtime State Clustering using the run.properties file.

Information needed to bootstrap an engine node is stored in the bootstrap.properties file on each
engine node.

bootstrap.properties

engine.admin.configuration. host Defines the host where the administrative console
is available. The defaultis 1ocalhost.
engine.admin.configuration. port Defines the port where the administrative console is
running. The default is 9000.
engine.admin.configuration. userid Defines the name of the engine.
engine.admin.configuration. keypair Defines an elliptic curve key pair that is in the JSON

Web Key (JWK) format.

engine.admin.configuration. bootstrap.truststore Defines the truststore, in JWK format, that is used
for communication with the administrative console.

@ Info: The cache can be tuned using the EHCache Configuration Properties (pa.ehcache. *) listed in
the Configuration file reference guide.

A Administrative
- Console
.
= — =5
T\ —— L]
Firewall 1 A i ini i
1 &= ReplicaAdministrative
1 - Console
]
]
]
]
]
]
]
]
]
.
Load Balancers Runtime Engines
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Cluster node status

Engine nodes and replica administrative nodes include a status indicator that indicates the health of the
node and a Last Updated field that indicates the date and time of the last update. The status indicator can
be green (good status), yellow (degraded status), or red (failed status).

The status is determined by using the value for admin.polling.delay as an interval to measure health:

Green (good status):

The node contacted the administrative node on the last pull request.
Yellow (degraded status):

The node contacted the administrative node between 2 and 10 intervals.
Red (failed status):

The node has either never contacted the administrative node, or it has been more than 10 intervals
since the nodes communicated.

Using multiple network interface cards to route traffic

The routing of different types of traffic over specific interfaces is a network infrastructure exercise.
However, PingAccess does support the routing of traffic over multiple network interfaces since, by default,
PingAccess binds to all interfaces, as specified by a 0.0.0.0 address for the following parameters in conf/
run.properties.

admin.bindAddress=0.0.0.0
clusterconfig.bindAddress=0.0.0.0
engine.http.bindAddress=0.0.0.0
agent.http.bindAddress=0.0.0.0

You can override this setting by specifying a single bind address.

Runtime state clustering

Runtime state clustering is an optional feature that provides better scaling of large PingAccess
deployments by allowing multiple engine nodes in the configuration to share certain information. A load
balancer is placed in front of each group of nodes in order to distribute connections to the nodes.

Runtime state clustering serves three purposes:

= Providing fault-tolerance for mediated tokens if an engine node is taken offline.

= Reducing the number of STS transactions with PingFederate when the front-end load balancer does not
provide a sticky session.

= Ensuring rate limits are enforced properly if the front-end load balancer does not provide a sticky
session.

Runtime state clustering is not necessary in most environments. It can be beneficial in very large
environments or environments using rate limiting rules or token mediation.

Configure a PingAccess cluster

This procedure installs and configures PingAccess on each cluster node, including the administrative node,
an optional replica administrative node, and one or more engine nodes. The initial node becomes the
administrative node, and is used to configure the rest of the cluster.

About this task

The configuration includes setting the pa.operational .mode property on each node. Do not modify this
property until directed to do so.
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Install PingAccess on each cluster node.
Perform steps 2-7 for the administrative node.

2. Open conf/run.properties in an editor and change the pa.operational .mode value to
CLUSTERED CONSOLE.

Start PingAccess.
Create and assign a new key pair for the CONFIG QUERY listener.

a.

®Pooo

—_—
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n.

Click Security and then click Key Pairs.

Click + Add Key Pair.

In the Alias field, enter a unique alias for the key pair.

In the Common Name field, enter the DNS name of the administrative node.

If you plan to use a replica administrative node in the cluster, enter both the DNS name of the
replica administrative node and the DNS name of the administrative node in the Subject Alternative
Names, or configure as a wildcard certificate.

@ Note: You can use an IP address as the common name or in the subject alternative names,
as long as those values are used in the administrative node fields on the Administrative Nodes
configuration page.

In the Organization field, enter the organization or company name creating the certificate.
Optional: In the Organization Unit, City, and State fields, enter additional details about the
organization.

In the Country field, enter the country where the organization operates.

In the Valid Days field, enter the number of days that the certificate is valid.

In the Key Algorithm section, select an algorithm, then select a Key Size and Signature
Algorithm.

Click Save.
Click Settings and then click Networking# HTTPS Listeners.

. For the CONFIG QUERY listener, select the newly created key pair in the Key Pairs dropdown.

Click Save.

5. Configure the administrative node settings.

Copyright ©2022

a.
b.

Click Settings and then click Clustering# Administrative Nodes.
In the Host field in the Primary Administrative Node section, define the primary administrative
node as a host:port pair.

The host must be a resolvable DNS name for the node or the node's IP address. The port is the TCP
port PingAccess listens to for the administrative interface. The default port is 9090.
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6. Create and assign a new key pair for the ADMIN listener.
a. Click Security and then click Key Pairs.
Click + Add Key Pair.
In the Alias field, enter a unique alias for the key pair.
In the Common Name field, enter the DNS name of the administrative node.

If you plan to use a replica administrative node in the cluster, enter both the DNS name of the
replica administrative node and the DNS name of the administrative node in the Subject Alternative
Names, or configure as a wildcard certificate.

®Pooo

@ Note: You can use an IP address as the common name or in the subject alternative names,
as long as those values are used in the administrative node fields on the Administrative Nodes
configuration page.

f. Inthe Organization field, enter the organization or company name creating the certificate.

g. Optional: In the Organization Unit, City, and State fields, enter additional details about the
organization.

h. In the Country field, enter the country where the organization operates.

i. Inthe Valid Days field, enter the number of days that the certificate is valid.

In the Key Algorithm section, select an algorithm, then select a Key Size and Signature
Algorithm.

Click Save.
Click Settings and then click Networking# HTTPS Listeners.
. For the ADMIN listener, select the newly created key pair in the Key Pairs dropdown.
n. Click Save.
7. Restart PingAccess.
Perform steps 8-11 for the replica administrative node, if one has been configured.
8. Configure the replica administrative node settings.
a. Click Settings and then click Clustering# Administrative Nodes.
b. In the Host field in the Replica Administrative Node section, define the replica administrative node
as a host:port pair.
The host must be a resolvable DNS name for the node or the node's IP address. The port is the TCP
port PingAccess listens to for the administrative interface. The default port is 9090.

c. Inthe Replica Administrative Node Trusted Certificate dropdown, select the key pair created in
step 4.

d. Click Save & Download to download the replica administrative node configuration file.
e. Copythe replical data.zip file to the replica administrative node.

—_—

3~ =

@ Note: If you add a replica administrative node after you deploy the cluster, you must update the
configuration for each engine node.

9. Unzip replical data.zip inthe PA HOME directory.

10.0pen conf/run.properties in an editor and change the pa.operational.mode value to
CLUSTERED CONSOLE REPLICA

11.Start PingAccess on the replica administrative node.

For each engine node, perform steps 12-18.

12.Click Settings and then click Clustering# Engines.

13.Click Add Engine.

14.After defining the engine's parameters, click Save & Download to download the engine configuration
zip file.

15.Copy engine name data.zip to the engine node.

16.0n the engine node, unzip engine name data.zipinthe PA HOME directory.
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17.0n the engine node, open conf/run.properties in an editor and change the
pa.operational.mode value to CLUSTERED ENGINE.

18.Start PingAccess on the engine node.

Results

Go to Settings# System# Clustering to check your cluster's status. If everything is configured properly,
the cluster engine nodes and optional replica administrative node should show a green status icon,
indicating that the cluster is operational.

You can optionally configure each node to run PingAccess as a service set to automatically run when
the node is started. For more information about configuring PingAccess as a service, see the installation
documentation.

Configuring administrative nodes
You can configure one PingAccess node as the administrative node.

About this task

This procedure allows you to specify an HTTP or HTTPS proxy. If proxy configuration is defined in a
properties file (bootstrap.properties or run.properties), it will take precedence over Ul or API
configuration.

If a proxy is configured on a replica administrative node, when failing over and before removing the
bootstrap.properties file, the administrative node should have the same proxy configuration.

@ Warning: If you are promoting a replica administrative node to an administrative node, remove the
bootstrap properties file from the replica administrative node.

Steps

1. Click Settings and then click Clustering# Administrative Nodes.

2. Inthe Host field in the Primary Administrative Node section, enter the host and port for the
administrative console. The default is 1ocalhost:9000.

3. If applicable, specify an HTTP Proxy for the engine. Click + Create to create an HTTP proxy.
4. If applicable, specify an HTTPS Proxy for the engine. Click + Create to create an HTTPS proxy.
5. Click Save.

Configure runtime state clustering
Runtime state clustering is an optional feature that lets multiple engine nodes share information and
runtime states. This can improve performance in large environments, or environments using rate limiting
rules or token mediation.

Steps

1. Modify PA HOME/conf/run.properties and change the
pa.cluster.interprocess.communication value from none to either tcp or udp.

Using UDP for the interprocess communication allows a multicast group to be used for this
communication, which may be more efficient in large environments.

2. If TCP is used for interprocess communication, configure the
pa.cluster.tcp.discovery.initial.hosts value to specify a list of initial hosts to contact for
group discovery.

3. If UDP is used for interprocess communication, optionally configure the
pa.cluster.mcast.group.address and pa.cluster.mcast.group.port values for each
group of nodes.
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4. Update the pa.cluster.bind.address with the IP address of the network interface that should
handle the interprocess communication traffic for the cluster.

5. Place a load balancer in front of each group of nodes to distribute the load across the nodes.
6. Restart the engine nodes.

Configuring replica administrative nodes

You can configure one PingAccess node as a replica administrative node to provide an alternative if the
administrative node fails.

About this task

When using a replica administrative node, you must define a key pair to use for the CONFIG QUERY
listener that includes both the administrative node and the replica administrative node. You can do
this either by using a wildcard certificate or by defining subject alternative names in the key pair that
include the replica administrative node's DNS name. If you use a replica administrative node in your
configuration, configure the replica administrative node before defining the engine nodes, or the
bootstrap.properties files generated for the engine nodes will not include information about the
replica administrative node.

In addition to the configuration below, the Replica Administrative node includes a status indicator that
indicates the health of the node and a read-only Last Updated field that indicates the date and time of
the last update. The status indicator can be green (good status), yellow (degraded status), or red (failed
status).

The status is determined by using the value for admin.polling.delay as an interval to measure health:

Green (good status):
The replica administrative node contacted the primary administrative node on the last pull request.
Yellow (degraded status):

The replica administrative node contacted the primary administrative node between 2 and 10
intervals.

Red (failed status):

The replica administrative node has either never contacted the primary administrative node, or it has
been more than 10 intervals since the nodes communicated.

@ Note: If you are configuring a replica administrative node in the environment, that must be done
before you configure the engines.

Steps

1. Click Settings and then click Clustering# Administrative Nodes.

2. In the Host field in the Replica Administrative Node section, enter the host and port for the replica
administrative node. This name and port pair must match either a subject alternative name in the key
pair or be considered a match for the wildcard specified if the key pair uses a wildcard in the common
name.

3. If applicable, specify an HTTP Proxy for the engine. Click + Create to create an HTTP proxy.
4. If applicable, specify an HTTPS Proxy for the engine. Click + Create to create an HTTPS proxy.

5. Specify the Replica Administrative Node Trusted Certificate to use for cases where a TLS-
terminating network appliance, such as a load balancer, is placed between the engines and the admin
node.
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6. Click Save & Download to download the <replicaname> data.zip file for the replica
administrative node. PingAccess automatically generates and downloads a public and private key pair
into the bootstrap.properties file for the node. The Public Key is indicated on this screen.

7. Copy the downloaded file to the replica administrative node's PA HOME directory and unzip it.

8. If the replica administrative node is running on a Linux host, execute the command chmod 400
conf/pa. jwk.

9. Edit PA HOME/conf/run.properties on the replica administrative node and change the
pa.operational .mode value to CLUSTERED CONSOLE REPLICA.

10.Start the