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Pinglntelligence for APIs Overview

Digital transformation initiatives founded on APIs are making business logic and data readily accessible

to internal and external users. However, APIs also present a new opportunity for hackers to reach into
data and systems, and predefined rules, policies and attack signatures can’t keep up with this evolving
threat landscape. Pinglintelligence for APIs uses artificial intelligence (Al) to expose active APls, identify
and automatically block cyberattacks on APIs, and provide detailed reporting on all API activity. Leveraging
Al models specifically tailored for API security, Pinglntelligence for APIs brings cyberattack protection and
deep API traffic insight to existing API Gateways and application server-based API environments.

Pinglntelligence for APIs detects anomalous behavior on APIs, as well as the data and applications
exposed via APls, and can automatically block attacks across your API environment. For example,
attempts to bypass login systems using botnet credential stuffing attacks or stolen tokens are recognized
as cyberattacks. Attempts to exfiltrate, change or delete data that fall outside the range of normal behavior
for an API can also be blocked and reported on in near real time.

Pinglintelligence for APIs Release Notes

Pinglintelligence 4.3 Release Notes

New in Pingintelligence Dashboard
Pinglntelligence 4.3 Dashboard has the following updates:

= Logical API grouping - The new logical grouping feature provides the capability to organize APIs in
Pinglntelligence Dashboard into logical groups. You can create API groups as per your requirements.
For example, you can group your APIs location-wise or functionality-wise, and so on. The API grouping
feature makes searching for a specific API quick and simple. For more information, see Logical API
grouping.

= Attack remediation - The Attack remediation visualization is now included on the attack insight
page, and allows you to access the Attack management Dashboard to unblock the client or tune the
thresholds to eliminate false positives for clients exhibiting similar behavior. For more information, see
Attack remediation.

= SSO support using OIDC specifications - PinglIntelligence for APIs Dashboard now supports Single
Sign On ( SSO ) for user authentication. It seamlessly integrates with PingFederate, which provides
authorization information for an end-user after successful authentication. The Dashboard is qualified
with both PingFederate 9.3 and PingFederate 10.1. For more information, see Configure authentication
- SSO.

= Automatic rollover indexing -To maintain low latency during search operations, the Pingintelligence
for APIs Dashboard now implements automatic rollover indexing. It uses Index Lifecycle Management
(ILM) policy support of Elasticsearch. The policy allows for an automatic rollover of all the time series
indices leading to reduced read and write times. For more information, see Automatic rollover index on
page 470.

New in ABS Al Engine
Pingintelligence 4.3 ABS Al engine has the following updates:

= Enhanced user-based attack detection - ABS Al engine has been tuned to deliver detection of data
injection and data exfiltration attacks based on observing abnormal user behavior. Many organizations
using token-based authentication will refresh tokens every few minutes to minimize the impact of a
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compromised token. Pinglntelligence user-based attack detection analyzes aggregate user activity
across multiple tokens to detect and optionally block anomalous data extraction and injection on API
services . For more information, see Attacks based on username activity on page 341.

= Reset trained APIs - You can reset the training models for a specific API using the new reset REST
API. The REST API can then be retrained to address changes in the API functionality, definition, or
traffic mix. Using the reset API, you can retrain one or more APIs with a single API call. If ABS Al
engine is deployed in a cluster setup, you can run the reset APl on any of the ABS cluster nodes. For
more information, see Resetting trained APIs on page 328.

New in ASE
Pingintelligence 4.3 ASE has the following updates:

= Enhanced JWT Username capture - ASE supports decoding a list of Usernames in JWT. If the
Username claim in the JWT payload has multiple Usernames, ASE extracts the first Username from the
list. For more information, see Extract user information from JWT in sideband mode on page 167 and
Extract user information from JWT in inline mode on page 213.

= Balancer log rotation - The new rotate-1logs scriptis added to the util directory of ASE,which
can be scheduled at regular time intervals for rotating the ASE balancer logs. The script backs up both
balancer logs and controller logs. For more information, see ASE management, access and audit logs
on page 139.

New in sideband integration policies

= PingFederate policy - The new Pinglntelligence sideband policy supports integration with
PingFederate. The policy extracts metadata from an authentication request or response processed by
PingFederate.This metadata is passed to Pingintelligence to detect anomalous behavior and attacks by
the client. For more information, see PingFederate sideband integration on page 711.

= NGINX Plus policy update - The updated Pinglintelligence sideband policy now supports Debian 9. For
more information, see NGINX Plus for Debian 9 on page 692.

= MuleSoft policy update - The updated Pinglintelligence sideband policy adds support for APIs that
are configured with Basic endpoint in the MuleSoft APl gateway. For more information, see Mulesoft
sideband integration on page 643.

= WSO2 Opensource policy update - The updated Pingintelligence sideband policy has been qualified
for failover between primary and secondary ASE. It has also been qualified to support dynamic setting
of oauth2_access_token parameter in APl JSON file depending on the number of secured resources in
an API. For more information, contact Ping ldentity sales team.

New in Automated deployment

= Pinglintelligence 4.3 automated deployment has new settings to support Pingintelligence for APIs
Dashboard Single Sign On ( SSO ) configuration and Automatic rollover indexing. New variables are
added to dashboard-defaults.yml file. For more information, see Change Dashboard default
settings on page 63.

Resolved Tickets

Following tickets have been resolved in Pingintelligence 4.3 release:

Ticket ID Description

ASE - CON-828 An issue related to out of order rebooting of ASE cluster nodes
is resolved. This eliminates restrictions in the order in which
ASE nodes are restarted in a cluster.

ASE - CON-854 Resolved an issue encountered in ASE while attempting to
upload deleted log files from ASE to ABS.
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Ticket ID

Description

ASE - CON-790

Fixed an issue that prevented ASE from uploading access
logs to ABS when a load balancer is present in between, with
connection keep-alive set to true in ASE and SSL enabled in
ABS.

Dashboard - PI4API-109

Enforced a limit to the maximum number of allowable active
sessions to Pinglntelligence for APIs Dashboard.

Pinglintelligence PoC

PinglIntelligence Docker PoC deployment

Docker PoC setup

This guide describes the installation and execution of Pinglntelligence for APIs software in a Docker
environment for inline and sideband deployment. The automation script imports and installs the Docker
images. A script is run to generate normal API traffic to train the Al engine. After training is complete,
another script is run to send a mixture of normal and attack traffic. The guide then explains how to access
a graphical dashboard which shows activity on the test environment and detailed reporting on the API

activity.

This Docker Evaluation Guide provides instructions for deploying a test configuration as shown in the
diagram. The docker setup can be deployed in an inline mode where the client traffic directly reaches
ASE. It can also be deployed in sideband mode where the API traffic reaches the API gateway and the
API gateway sends the request to ASE. For more information on sideband and inline deployment, see
Sideband ASE on page 150 and Inline ASE on page 191.

Client ASE
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@ Note: The Docker images provided are only for evaluation purpose of Pingintelligence for APIs
product. They should not be used in production deployments or for setting up environments for security
testing.

Installation requirements

Here is a summary of the software and documentation to download from the download site as noted
below.

Docker images

Download the Docker PoC package. The Docker package creates the following five containers on the host
machine:

1. API Security Enforcer (ASE)

2. API Behavioral Security Engine (ABS)
3. Pingintelligence for APIs Dashboard
4. Client that sends the traffic

5. Google Go App server

ASE and ABS license: ASE and ABS licenses are required to start both the products. Contact the
Pingintelligence team to access the trial license.

Postman reporting

ABS generates various REST API reports. You can view these reports using Postman client or any
other REST API client. PingIntelligence provides a Postman collection to view the various ABS reports.
Download the Postman client from the Postman site.

Documentation
Refer the following Admin Guides:

= ASE Admin Guide - Refer the ASE admin guide to learn about administering ASE, inline ASE, real-
time cybersecurity and so on.

= ABS Admin Guide - Refer to the ABS admin guide to learn about administering ABS, Al engine
training, various REST API reports and so on.

= Dashboard on page 23 - Refer to the Dashboard admin guide to learn about how to access and
use Dashboard.

Server requirements

The set up requires one machine which hosts all the six Docker images. The server requirement for the
machine is specified in the following table:

(O] Ubuntu 16.04
Hardware 8 CPUs, 32 GB RAM, 500 GB Storage

@O Note: The server requirement is for a single server for evaluation purpose only.

Docker version

The setup requires the Community Version (CE) of Docker 17.06 or higher. Make sure that the Docker
infrastructure is set up before proceeding with installation and setup of Pingintelligence for APIs software.

Download and untar Docker package

Download the Docker package from the download site and save it in the /opt directory.
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Complete the following steps before Installing and loading the Docker images:
1. Untar the package by running the following command:

$sudo tar -xf /opt/pi-api-docker-poc-4.3.tar.gz
2. Change the directory to /opt/pingidentity/docker-poc.

@ Note: By default the Docker PoC package is configured to be deployed in inline mode. If you want to
deploy Docker in sideband mode, see Configure Docker PoC for sideband on page 14.

Install ASE and ABS license
Pingintelligence ASE and ABS require a valid license to start. The license file for both the products is
named PingIntelligence.lic. Complete the following

= ASE:

Copy the ASE license file in the pingidentity/docker-poc/license/ase directory. Make sure
that the license file is named as PingIntelligence.lic Following is a sample of the ASE license
file:

ID=981894
Product=PingIntelligence
Module=ASE

Version=4.1
IssueDate=2020-01-01
EnforcementType=0
ExpirationDate=2020-06-30
Tier=Subscription
SignCode=

Signature=

Verify that the correct file has been copied: To verify that the correct license file has been copied in
the pingidentity/docker-poc/license/ase directory, run the following command:

# grep 'Module' license/ase/PingIntelligence.lic
Module=ASE

= ABS:

Copy the ABS license file in the pingidentity/docker-poc/license/abs directory. Make sure
that the license file is named as PingIntelligence.lic. Following is a sample of the ABS license
file:

ID=981888
Product=PingIntelligence
Module=ABS

Version=4.1
IssueDate=2020-01-01
EnforcementType=0
ExpirationDate=2020-06-30
Tier=Subscription
SignCode=

Signature=

Verify that the correct file has been copied: To verify that the correct license file has been copied in
the pingidentity/docker-poc/license/abs directory, run the following command:

# grep 'Module' license/ase/PingIntelligence.lic
Module=ABS
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Configure Docker PoC for sideband

You can optionally configure the Docker PoC environment for a sideband deployment with an API
Gateway. The Docker PoC package ships with sample APl swagger definition files which can be adapted
to support your APl Gateway environment. Pingintelligence sideband policies and documentation can be
downloaded from the Ping download site.

Configure Docker package for sideband

Navigate to config directory and edit the poc.config file to set mode as sideband. Following is a
sample poc.config file.

# API Security Enforcer mode.
# allowed values: inline, sideband
ase mode=inline

# initial training period in hours
training period=1

# poc mode for training
poc_mode=true

FHH A A A R R R R 4
## Below Configuration is applicable only when ase mode is set to sideband

##

C R i i i i

# API gateway ip address or dns name

gateway ip=

# API gateway port

gateway port=443

# set gateway protocol if API gateway is configured with ssl
# else set it to tcp

# allowed values: tcp, ssl

gateway protocol=ssl

The following table describes the variables.

Variable Description

ase_mode Defines the deployment mode of ASE. Possible
values are inline and sideband. Default value is
inline.

training_period Training period of Al engine in hours. Minimum

value is 1-hour.

poc_mode Defines the mode in which ABS Al engine trains its
models. Default value is true. It is recommended
to keep the value as true. If you change it to
false, it may take longer time to set all the attack

thresholds.
gateway_ip Configure the URL for API gateway.
gateway_port Port number of API gateway URL
gateway_protocol API gateway protocol. Possible values are ss1 or
tcp.
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Install and load Docker images

To install and load Docker images, enter the command on the host Ubuntu 16.04 machine. This command
loads and installs the Docker images from the images directory:

/opt/pingidentity/docker-pocS$sudo ./bin/start.sh install

ubuntu@ip-172-31-90-119:~/pingidentity/docker-poc/bin$ sudo ./start.sh
install

Tue Oct 13 05:05:14 UTC 2020 : loading ASE image

Loaded image: pingidentity/ase:4.3

Tue Oct 13 05:05:15 UTC 2020 : loading ABS image

Loaded image: pingidentity/abs:4.3

Tue Oct 13 05:05:16 UTC 2020 : loading Dashboard image

Loaded image: pingidentity/dashboard:4.3

Tue Oct 13 05:05:19 UTC 2020 : loading mongo image

Loaded image: pingidentity/mongo:4.2.0

Tue Oct 13 05:05:20 UTC 2020 : loading client image

Loaded image: pingidentity/client:4.3

Tue Oct 13 05:05:20 UTC 2020 : loading server image

Loaded image: pingidentity/server:4.3

Tue Oct 13 05:05:21 UTC 2020 : Installation completed successfully

Setup the PoC environment

To start the Docker containers and setup, enter the following command the on the host Ubuntu 16.04
machine:

/opt/pingidentity/docker-pocS$sudo ./bin/start.sh setup

Tue Mar 31 05:12:28 UTC 2020 : Starting setup scripts
vm.max map count = 262144

Training period configured: 1 hour (s)

Creating network pingidentity net

Creating service pingidentity ase

Creating service pingidentity dashboard

Creating service pingidentity server

Creating service pingidentity client

Creating service pingidentity mongo

Creating service pingidentity abs

Tue Mar 31 05:12:30 UTC 2020 : Setup successful

Verify ASE and ABS startup

Wait for a minute after the successful completion of the set up and enter the following command to verify
that ASE and ABS have started:

#sudo docker service logs pingidentity ase | grep 'API Security Enforcer
started'
#sudo docker service logs pingidentity abs | grep 'ABS started'

If a wrong license is installed, the following error is displayed:

/opt/pingidentity/docker-poc#sudo ./bin/start.sh setup

Tue Dec 31 05:12:45 UTC 2019 : Starting setup scripts

Creating network pingidentity net

open /opt/pingidentity/docker-poc/license/ase/Pingintelligence.lic: no such file or directory
Tue Dec 31 05:12:46 UTC 2019 : Error : Error during setup
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@O Note: If Pinglntelligence Dashboard is configured with SSO mode, then update the content of cert/
webgui-sso-oidc-provider.crt with the PingFederate public certificate.

Start the training

The Pinglintelligence for APIs Al engine needs to be trained before it can start detecting attacks on your
APIs. Enter the following command to start the training. The training duration is 85 minutes.

/opt/pingidentity/docker-pocS$sudo ./bin/start.sh training

root@vortex-108:/opt/pingidentity/docker-inline-pocS$sudo ./bin/start.sh
training

Tue Mar 31 06:44:25 UTC 2020 : Starting model training scripts

Tue Mar 31 06:44:25 UTC 2020 : Model training started. Wait 1 hr 25 minutes
for the model training to complete.

Generate sample attacks
To generate sample attacks on the preconfigured APIs, enter the following command:

/opt/pingidentity/docker-pocS$sudo ./bin/start.sh attack

root@vortex-108:/opt/pingidentity/docker-poc$sudo ./bin/start.sh attack
Tue Mar 31 09:13:02 UTC 2019 : Starting attack scripts
Tue Mar 31 09:13:02 UTC 2019 : Attack started.

API deception

You can view the deception APIs by running the following command. The deception API is part of the set
up. The deception command completes the following steps:

= Enables ASE detected attacks
= Fetches the list of configured APIs from ASE
= Sends traffic to the decoy API and receives a 200 OK response

= Send traffic to a regular API (for example, shopapi). The connection is blocked because any client
which previously accessed a decoy API is not allowed access to “production” APIs.

@ Note: API deception works only for inline Docker PoC setup.

Execute the following script to test API deception;

root@vortex-108:/opt/pingidentity/docker-poc$sudo./bin/start.sh deception
Enabling enable ase detected attack on ASE...
Press any key to continue
ASE Detected Attack is now enabled
Fetching the list of APIs from ASE
Press any key to continue
decoy ( loaded ), http, decoy: out-context, client spike threshold: 0/
second, server connection queueing: disabled
shop-books ( loaded ), http, client spike threshold: 300/second,
server connection queueing: disabled
shop-electronics ( loaded ), http, decoy: in-context,
client spike threshold: 700/second, server connection queueing: enabled
shop ( loaded ), http, decoy: in-context, client spike threshold: 300/
second, server connection queueing: disabled
Sending traffic to "decoy API" with client IP 10.10.10.10...
Press any key to continue
curl -v http://localhost:8000/decoy/myhome -H "X-Forwarded-For: 10.10.10.10"
* Trying 127.0.0.1...
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Connected to localhost (127.0.0.1) port 8000 (#0)
GET /decoy/myhome HTTP/1.1

Host: localhost:8000

User-Agent: curl/7.47.0

Accept: */*

X-Forwarded-For: 10.10.10.10

HTTP/1.1 200 OK
Server: ASE
Content-Length: 2
Connection: close

* ANANANANAV VVVVV ®

Closing connection 0

OK

Accessing regular API using client IP 10.10.10.10...

Press any key to continue

curl -v http://localhost:8000/shopapi/login -H "Host: shopapi" -H "Content-
Type: application/text" -H "X-Forwarded-For: 10.10.10.10" -d 'user=root'
* Trying 127.0.0.1...

Connected to localhost (127.0.0.1) port 8000 (#0)

POST /shopapi/login HTTP/1.1

Host: shopapi

User-Agent: curl/7.47.0

Accept: */*

Content-Type: application/text

X-Forwarded-For: 10.10.10.10

Content-Length: 9

upload completely sent off: 9 out of 9 bytes
HTTP/1.1 401 Unauthorized

Server: ASE

Connection: close

content-length: 19

*ANANANANAN*V VVVVYVVV X

Closing connection 0
Error: Unauthorized
Error: Unauthorized

APl discovery

Automated API Definition (AAD) tool is installed as part of the setup. ABS discovers the APIs when the
discovery is enabled. The automated setup sets up the discovery mode. APIs are discovered by ABS when
a global API is defined in Pingintelligence ASE. AAD fetches the discovered APIs from ABS and adds
them in ASE. API model training starts after the APIs are added in ASE. For more information, See API
discovery and configuration on page 329.

Access Pinglintelligence Dashboard

Access the Pingintelligence for APIs Dashboard from a browser at this default URL: https://
<pi_install host>:8030.

Users
There are two pre-configured login users in Pinglntelligence for APIs Dashboard :

= admin
* ping user
Multiple users can share the admin and ping user logins simultaneously on PinglIntelligence

Dashboard. The admin user has access to all Pingintelligence Dashboard functions. A ping user can
only view all the API dashboards.
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At the login screen, login as admin or ping user. The default password for both the users is changeme.

@ : You must change the default password for production deployments. However, in a Docker
PoC deployment use the default password.

You can change the password using the following CLI command.

# <pi install dir>/webgui/bin/cli.sh -u admin update ui password --username
-value <admin or ping user> —--new-password -p

Enter admin password > <current admin password>

Enter new password > <new password>

Reenter new password > <new password>

success: password updated.

Ping

Identity.

Sign On

@ Note: If the Dashboard is not accessible, check if the default port (8030) was changed by your system
administrator.

Pinglntelligence Dashboard is categorized into the following components:

= Main Dashboard - Available for admin and ping user
= APIs - Available only for admin user

= Discovered APIs - Available only for admin user

= Attack Management - Available only for admin user

= License
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Session management

The Pinglintelligence Dashboard allows you to configure the maximum number of active sessions. You can
set the pi.webgui.session.max-active-sessions parameter in the <pi install dir>/webgui/config/
webgui .properties file to limit the maximum number of allowable active sessions. The default value is
50.

Delete active sessions- You can delete active sessions using the following CLI command. The current
active users will be prompted to re-login in to the Dashboard.

# <pi install dir>/webgui/bin/cli.sh -u <username> -p <password>
delete_ sessions

@ Note: You need to have Admin user privileges to delete active user sessions.

API
The API tab displays all the APIs available in ABS Al engine.

= APl name: API name used by Pingintelligence

= Prediction mode: A true status means that at least one system generated threshold value is set,
while a false status means that the API is still under training mode

= Training duration: The minimum configured time in hours configured in ABS Al engine to train an
API. This is configured in abs_init.Jjs in ABS. For more information, see Al Engine training on page
319

= URL: API basepath URL configured in the API JSON file. For more information, see APl JSON
definition

= Host name: Host name of the API configured in the APl JSON file. For more information, see API
JSON definition

= Protocol: The protocol configured in the APl JSON file. For more information, see API JSON definition

= APl type: APl type can be regular, decoy - incontext, Or decoy-out-of-context. For more
information on deception, see API deception environment on page 225

= Token: A true status means that Pingintelligence will use OAuth tokens for reporting and attack
detection. For more information, see APl JSON definition

= API Key header and API key query string (QS): The API Key values configured in the APl JSON file
and used for reporting and attack detection.. For more information, see APl JSON definition

= Cookie: The cookie value configured in the API JSON file and used for reporting and attack detection.
Displays blank, if cookie was not configured in APl JSON. For more information, see APl JSON
definition

= Servers: The backend API server configured in the API JSON file - "*" supports all the host names. For
more information, see APl JSON definition

Using the toggle button, you can hide or display information for the API in the Pingintelligence
Dashboard.. This provides the flexibility to display only selected APIs. Even if an API is
hidden from the API dashboard, the dashboard engine keeps fetching API data from ABS

Al engine. The hidden API is moved to the end of list. If the APIs are paginated, the hidden
APIs are moved to the last page. When you toggle the button to display a hidden API,

Copyright ©2022



| PingIntelligence PoC | 20

the dashboard displays data for the APl on the Dashboard. Here is a screenshot of APIs

Pinglntelligence Administrator User (§)
APIs

ES Dashboard

® Q Sort Based On v

it Attack Management shop _

E License

AP NAME shop
PREDICTION MODE:  true

TRAINING DURATION: 1 hour

URL Jshopapi
HOST NAME: shopapi

PROTOCOL nitp

APITYPE decoyincontext

TOKEN false

APIKEY HEADER MyAPIKey

APIKEY G5

CooKE JSESSIONID

SERVERS 2

et o Dot 6040020 T St T Do 9 004221208 «© =
shop-books O =

Created: Thu Dec 19 00:41:00 2019 — Tralning Started: Thu Dec 19 00:42:21 2019

tab:

Attack management

The attack management feature of PinglIntelligence for APIls Dashboard supports unblocking of clients and
tuning thresholds values for attacks. Click on the Attack Management tab on the left pane to access it.

@ Note: The Attack management feature is available only for an Admin user. You need to have Admin
user privileges to perform Unblock and Tune operations on a client identifier.
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The following screenshot illustrates the Attack Management

MAIN SETTINGS Administrator

Attack Management
£ Dashboard
CLIENT IDENTIFIER TYPE

&3 APIs
Select client identifier type v

= Discovered APIs
AMT ACTION

Unblock Client

Tune Threshold

[ License

Version: 411

ul.
Interactive blacklists

The Pinglintelligence for APIs Dashboard provides the capability of unblocking or tuning a blacklist directly
from the Dashboard. The user can select the client identifier and the Attack management action from the
Dashboard. For more information, see Interactive blacklists on page 24. The following screen shot

shows the client identifier blacklists across APIs in the Dashboard.

Pingintelligence MAIN SETTINGS Administrator

Dashboard  Pingintelligence for APIs Dashboard Fullscreen W 1minute < O@Llast7days >

> | Options G Refresh

EJ Dashboard

5 APls
64 19 22 12 0 1,610 5 2,395,159
IP Blacklist Cookie Blacklist Token Blacklist API Key Blacklist User Blacklist Total Attacks Total APIs Total Requests
= Discovered APIs

@ Note: When the user initiates Attack management from the Dashboard, the values for the client
identifiers are auto-populated except the API key key-name.

Unblock a client identifier
Complete the following steps to unblock a client identifier:

1. Select the type of client identifier from the Client Identifier Type list.
2. Enter the value of the client identifier.

@ Note: For APl Key and Cookie, enter the name and the value.

w

Select the Unblock Client check box.
4. Click Run.
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The following screen shot illustrates the unblock client operation.

Pingintelligence MAIN SETTINGS Administrator

Attack Management

Dashboard

CLIENT IDENTIFIER TYPE

&5 APIs
IP Address v €

= Discovered APIs
ENTER IP ADDRESS

<4l Attack Management e

[El License AMT ACTION
® Unblock Client

Tune Threshold

The unblock operation deletes the client identifier from the Pingintelligence ASE and ABS Al engine
blacklist. To verify that the client identifier has been deleted from ASE, run the view_blacklist CLI
command or blacklist REST API in ASE. To verify that the client identifier has been deleted from ABS, use
the attacklist REST API. For more information on ABS blacklist, see ABS blacklist reporting on page
350.

@ Note: The API keys will not be deleted from the blacklist immediately in ASE if the API Key key-name
is not entered. The deletion is delayed until ASE retrieves the blacklist data from ABS.

Tune threshold

To address false positives, the Attack Management feature supports automatic threshold tuning. When
tuning thresholds for a specific client identifier, the Attack management functionality does the following:

1. It fetches all the attacks flagged for the client identifier from ABS Al Engine.

2. After it has identified all the attacks, it increases the threshold values for those attacks. At this point, the
threshold has moved from system defined to user defined. For more information on thresholds, see
Tune thresholds for false positives on page 324.

Complete the following steps to tune thresholds:

1. Select the type of client identifier from the Client Identifier Type list.
2. Enter the value of the client identifier.
3. Select the Tune Threshold check box.
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4. Provide the approximate number of days since the client was blocked. The maximum value is 30-days.

5. Click Run.

The following screen shot illustrates tuning threshold for a client identifier.

Pingintelligence

@0 Attack Management

@ Note: The value for How many days ago client was blocked? gets auto-populated when Attack
Management is initiated from the Dashboard interactive blacklist. The value is calculated as follows,

How many days ago client was blocked?
date + 1

When auto-populating, if the calculated value is more than 30 days, it is trimmed down to 30.You
can use the same formula when populating the value manually. The Attack detection date for a client
identifier is available in the interactive blacklists.

Current date - Attack detection

€ Home

«=Detected

2020-03-26 16:25

2020-03-24 22:07

2020-03-24 22:07

E5 Dashboard

&3 APIs

& Discovered APIs

El License

Version: 411

Dashboard

Attack Management

CLIENT IDENTIFIER TYPE

IP Address v

ENTER IP ADDRESS

AMT ACTION
Unblock Client

® Tune Threshold

HOW MANY DAYS AGO CLIENT WAS BLOCKED?

~

v €

R

Administrator

The Dashboard provides a near real-time snapshot of your API environment. It provides insights on user
activity, attack information, blocked connections, forensic data, and much more. The Dashboard makes
periodic REST API calls to the ABS (API Behavioral Security) Al engine, which returns JSON reports that
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are used to generate visualizations and API metrics. The following illustration shows the data flow for API

Dashboard i
ABS REST API engine Kibana

Elasticsearch (API Dashboard in
(JSON data) (fetch, pre-process, Web GUI)

dashboard.
To view the API dashboard, click on Dashboard. The Dashboard provides information on the following::
= Global metrics like:

= Blacklist across APIs for each client identifier. For more information, see Interactive blacklists on
page 24.

= Total attacks across APIls
= Total requests across APIs
= Number of APIs in your environment

= Time series visualization of total number of requests and attacks. For more information, see Dashboard
time series on page 26.

= Data on Per API activity. For more information, see Per API activity on page 475.

= Data on attacks across APIs. For more information, see Cross API attacks and recently discovered
APIs on page 482.

= Forensic reports across APIs. For more information, see Forensic reports on page 477.

= Recently discovered APIs in the environment.

Pingintelligence SETTINGS Administrator
69 20 23 12 0 911 6 3,867,819
1P Blacklist Cookie Blacklist Token Blacklist API Key Blacklist User Blacklist Total Attacks Total APIs Total Requests
Ed Dashboard
£/ APIs Per API Activity Global Activity and Attacks
= D 800000 120
i BEmEEERD API Trained Total Requests Total Attacks
@ Total Requests.
adl Attack Management shop-books yes 1,296,912 295 700000 @Number of Attackers »
shop yes 1,356,051 194
= 600000
B License shop-electronics yes 1,214,856 177 w0
decoy n/a 0 84 300000 H
appliance_shop-appliance  no 0 0 § 400000 o
fashion_shop-fashion no 0 0 E g
300000 H
40
200000
20
100000
0 0
00:00 00:00 00:00
2020-03-14 2020-03-16 2020-03-18
Export: Raw & Formatted & Cross API Attacks Forensic Reports
Attack Count ® Recent Attacks
Excessive Client Connections 86 e Top Users
Recently Discovered APIs Stolen Cookie Attack 2 o Top Tokens
Stolen API Key Attack 2 ¢ Top API Keys
Single Client Login 9 * Top Cookies
e Top IP Addresses
ing Export: Raw & Formatted &
Identity No results found
1.2 »

Copyright € 20132020
Ping Identity Corporation.
Al rights reserved.
Version: 411

Interactive blacklists

PinglIntelligence for APIs Dashboard provides the capability of interactive blacklist management. A blacklist
is a list of client identifiers that were detected executing an attack. The dashboard enables you to unblock
the blacklisted client identifiers or tune the threshold values for attack types. It supports the following client
identifier types- IP address, Cookie, Token, API Key, and Username. You can view the top-500 entries on
each blacklist from the dashboard.
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Administrator

Fullscreen Ol 1minute € O Last7days &

&% APls

64 19 22 12 0 1,610 5 2,395,159
IP Blacklist Cookie Blacklist Token Blacklist AP Key Blacklist User Blacklist Total Attacks Total APIs Total Requests
= Discovered APIs i
il Attack Management Per API Activity Global Activity and Attacks
B U 800000 120
B API Trained Total Requests Total Attacks
®Total Requests
shop-books yes 805,795 392 700000 @Number of Attackers
100
shop-electronics yes 817,889 344
600000
shop yes 771,475 313 o
appliance_shop-appliance  no 0 0 , 500000 g
; [ g
fashion_shop-fashion no 0 0 £ a00000 P %
3 g
& 2
300000 3
40
200000
20
100000
0 4
00:00 00:00 00:00
2020-03-22 2020-03-24 2020-03-26
Export: Raw & Formatted & Cross API Attacks Forensic Reports
Attack Count ® Recent Attacks
pyright 020
Ident t Content Scraping 159 e Top Users
Allrights reserved.
Version: 4 Recently Discovered APIs Excessive Client Connections 122 e Top Tokens

Options G Refresh

e Top APl Keys

Click on the count for any blacklist type, for example, IP Blacklist. The dashboard lists the blacklisted IP

addresses along with the Detected date..

The following screenshot shows the expanded blacklist:

Pinglintellig

Dashboard  Pinglntelligence for API Dashboard: Active IP Blacklist

EJ Dashboard

&3 APIs

&= Discovered APIs

dal - Attack Management
» Detected

[l License 2020-03-26 16:25
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
) 2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07
2020-03-24 22:07

2020-03-24 22:07

Eins

2020-03-24 22:07
Copyright © 2013-2020

Ping Identity Corporation.

Al rights reserved.

Version: 411 Export: Raw & Formatted &

SETTINGS

Full screen

Active IP Blacklist

Action

2>  --Action--
Unblock
Tune
—Action-- %
~Action-_ %
—Action-- ¢
—Action-_ %
—Action-- %
—Action-- &
—Action-_ %
—~Action-- %
—Action-- %
—Action-_ %
—~Action-- %

—Action-- %

~Action-_ %

Administrator
1minute € O Last7days %

Options G Refresh

For each blacklisted IP address, you get the option to Unblock or Tune in the Action list. Clicking on either
action redirects the dashboard to the Attack management application. Attack management allows you to
run the operations for unblocking the client identifiers and tuning the threshold values.

@ Note: The Action list is available only for an Admin user. You need to have Admin user privileges to
perform Unblock and Tune operations on a client identifier.
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The following screen shot shows the Attack management
Pingintelligence MAIN SETTINGS Administrator

Attack Management
Ed Dashboard
CLIENT IDENTIFIER TYPE

=3 APls ¢
IP Address v }\——

= Discovered APIs
ENTER IP ADDRESS

License AMT ACTION <€

® Unblock Client

Tune Threshold

Ping

Identity:

Copyright © 2013-2020
Ping Identity Corporation.

Al rights reserved.
U I Version: 411

The values in Client Identifier Type and Enter IP Address get auto-populated into the Attack
management application from the dashboard. The AMT Action is auto-selected. Click Run to execute the
operation. For more information on Attack management, see Attack management on page 20.

@ Note: Dashboard does not populate the API key key-name in the Attack management application
when the client identifier is API key. It only populates the API key value.

Dashboard time series

Pinglntelligence Dashboard shows the attacks in a time-series format. To adjust the timeframe viewed on
the Dashboard, click between the time-period arrows located on the top right corner of the dashboard and
select the desired time period.

See the example in the following screen

Pingintelligence SETTINGS

Administrator
Dashboard  PingIntelligence for APIs Dashboard Fullscreen Bl 1minute < | @ Last7days | >

Time Range ) ®

Quick Relative Absolute Recent

ED Dashboard

&2 APIs Today Last 15 minutes Last 30 days

This week Last 30 minutes Last 60 days
= This month Last 1 hour Last 90 days
= bi d API:

SEOVEIE = This year Last 4 hours Last 6 months

Today so far Last 12 hours Last 1 year
@il Attack Management Week to date Last 24 hours Last 2 years

Month to date Last 7 days Last 5 years

E License Year to date

Options G Refresh

capture:
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The following screen capture shows the total requests and number of attackers data in time series

Global Activity and Attacks oon

800000 120
March 24th 2020, 19:46:24.615

® Total Requests (572457)
700000 @ Number of Attackers (103)
100

600000
80
500000 z
2 3
3 g
=] =
& 400000 60 2
>
g g
-
300000 @
40
200000
20
100000
0 0

00:00 00:00 00:00
2020-03-23 2020-03-25 2020-03-27

format.

ABS detailed reporting

ABS Engine’s REST API interface provides access to a range of JSON reports on attacks, metrics, and
anomalies. To view these reports, Ping Identity provides templates which can be loaded into Postman to
simplify viewing of the JSON reports.

Install and Configure Postman Software

1. Download and install the Postman application 6.2.5 or higher.
2. Download “API Reports Using Postman Collection” from the Automated Docker PoC Installation
section of the download site. ABS 4.1 Environment and ABS 4.1 Reports are files for Postman.

3. Launch the Postman application. Make sure to disable SSL verification in Postman. For more
information, see Using self-signed certificate with Postman

4. Import the downloaded reports files by clicking the Import button

@ Postman
File Edit View Help

New ~ Import Runner

Collections

5. P
8. . :
Click the gear button in the top right corner
6. In the pop-up window, click ABS_4.2_Environment.
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7.

8.
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In the Edit Environment pop-up window, configure the following values and click Update.

a.

® oo o

Server IP Address — IP address of the Docker machine

Port — Default is 8080

Access_Key, Secret_Key - Default Access_Key is abs_ak and default Secret_Key is abs sk

API_Name — the name of API to view in reports

Later_date, Earlier_date — a range of dates to query

Q
Collections
B!
- ABS_3.2 Reports
25 requests
GET  Administration
GET  Metrics
GET  AP| Key Metrics
GeT  QAuth Token Metrics
GET Anomalies
GET  Flow Control
GET  Aftacks
GeT  Current Attack Thresholds
PUT  Set User Defined Thresholds
PUT  Use System Generated Thresholds
GET  ExtendedAttacks
GeT  Current Extended Attck Thresholds
PUT  Set User Thresholds -Across APl Attacks
PUT  Use System Generated Thresholds-Across AP| Attack
GET  Backend Errors
GeT Blocked Connections Summary
GET  Blocked Connections Details
GET  |P Forensic Info
GET  Cookie Forensic Info
GET  Token Forensic Info
GET  Valid URL List
GET Decoy
GET  Discovery Summary
GET  Discovery Details
GET HackersURL

[COMFLICT] PUT Set User Thresholds @

n the main Postman app window, select the report to display in the left column and then click Send.

PUT Set User Defined Thresholds [ ]

» Administration

GET

Params

KEY

Body

g

[ S o gy
o =~ W & WM &SWOos ~ W awmr

=

6

i
iy

i

v {{System_Admin}}

(2)

JSON *

"company": "ping identity",
"name” : "api_admin”,

"description”: "This report contains stotus information on all

"across_opi_prediction_mode": true,
"api_discovery": {
"subpath_length": "1",
"status”: true
}9
"apis": [
{
"api_name": "opikeyquery”,
"host_name”: "*",
"url": "fapikeyquery”,
"api_type": "decoy-incontext"”,
"creation_date”: "Fri Dec @7 16:45:85 IST 2818",
"servers”: 4,
"protocol”: "https”,
"cookie": "",
"token": faolse,

"training_started_aot": "Fri Dec @7 16:47:00 IST 2018"

"training_duration”: "1 hour”,
"prediction_mode”: true

"api_name": "ipapp”,

"host_name”: "*",

"url": "“fipapp”,

"api_type": "decoy-incontext"”,

"creation_date": "Fri Dec @7 16:45:85 IST 2@18",
"servers": 4,

"protocol”: "https”,

"cookie™: "",

"token": folse,

"training_started_at": "Fri Dec @7 16:47:00 IST 2018"

"training duration™: "1 hour".

Other reports which can be generated for a specified time-frame (make sure you specify a time range
which covers the time that you ran the attack scripts) include:
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Attacks (set Type=0) — shows a list of all attack categories and client identifiers (for example, token, IP
address, cookie) associated with the attack

Backend Errors — shows activity which generated the errors

IP Forensic Info - set the IP address to an attacker identified in the Attacks report— shows all API activity
for the specified IP

Token Forensic Info - set the Token address to an attacker identified in the Attacks report - shows all
API activity for the specified token

Shutdown the PoC environment

You can stop the Docker PoC setup by entering the following command to delete all containers and the
data.

Appe

root@vortex-108:/opt/pingidentity/docker-inline-poc$sudo ./bin/stop.sh
Tue Dec 31 09:13:02 UTC 2019 : Starting stop scripts

Removing service pingidentity aad

Removing service pingidentity abs

Removing service pingidentity ase

Removing service pingidentity client

Removing service pingidentity mongo

Removing service pingidentity server

Removing service pingidentity webgui

Removing network pingidentity net

Tue Dec 31 09:14:03 UTC 2019 : Stop successful

ndix: Verify the Setup

Carry out the following basic steps to verify the setup:

1.
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Listing the Docker Containers

List all the containers with the docker ps command.
Get Console Access:

To get console access for any of the Docker, fetch the Container ID of the Docker using the docker
ps command output and use it in the following command:

#docker exec -it <docker-container-id> /bin/bash
Pinglintelligence for APIs Products:

The Intelligence products are installed in the /opt/pingidentity directory within the Docker.
Checking the service names:

To get the service names of the containers, run the following command:
#docker service 1ls

The service name is the second column in the output.
Checking the logs of service:

To check the log of any service, use the following command:
#docker service logs <service name>

For example docker service logs pingidentity ase
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Pinglintelligence Kubernetes PoC deployment

Pingintelligence Kubernetes PoC deployment

Pingintelligence ships an example ym1 file with its Docker toolkit package. You can use this example

yml file to deploy Pinglintelligence on a Kubernetes cluster node. This document describes installing
Pinglntelligence on an on-premise Kubernetes cluster node. The setup uses Minikube for Pingintelligence
deployment.

The example ym1 file creates the following resources in the Kubernetes cluster:

= 4 statefulsets with one container each for MongoDB, ABS Al engine, ASE, and Dashboard.

= 5 external services (NodePort type) - Two each for ABS Al engine and ASE and one for the
Dashboard.

= 3internal services (clusterlIP type) - One each for MongoDB, ABS Al engine and ASE.

Prerequisites
Pinglntelligence PoC deployment on Kubernetes cluster node has the following prerequisites:

= A virtual machine or a bare metal server with 8 CPUs, 32 GB of RAM, and 500 GB of hard disk.

= Docker engine - version 19.03.7 on Ubuntu or version 1.13 on RHEL. If you want a native Kubernetes
cluster installation, then Minikube requires a pre-installed docker engine.

= Minikube version 1.7.3
=  Kubectl CLI version 1.6.0 to interact with Kubernetes cluster.

Deployment overview
Deploying Pinglintelligence in a Kubernetes cluster consists of the following steps:

Install Docker on RHEL or Ubuntu host

Install Minikube

Download and install kubectl

Creating a single node Kubernetes cluster with Minikube
Deploy Pinglintelligence in Kubernetes cluster

a bk wbdE

@ Note: This deployment of Pingintelligence on a Kubernetes cluster node is suitable for POC
environments only. It is not suitable for production environments or for security testing environments.

Installing Docker on RHEL or Ubuntu

About this task

The following steps describe installing Docker engine on Ubuntu and RHEL

Steps
1. Install docker-ce on an RHEL or Ubuntu host by entering the commands show below.
RHEL

$ sudo yum install -y yum-utils device-mapper-persistent-data lvm2
$ sudo yum-config-manager --enable rhel-7-server-extras-rpms
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$ sudo yum install docker
Ubuntu

$ sudo apt update
$ sudo apt-get install docker-ce=19.03.7

2. Start docker by entering the following command

S sudo systemctl start docker

Installing minikube and kubectl

About this task

Complete the following steps to install minikube and kubectl on your host machine:

Steps
1. Install minikube on RHEL or Ubuntu host.
RHEL 7.6

$ sudo yum install -y https://storage.googleapis.com/minikube/releases/
latest/minikube-1.7.3-0.x86 64.rpm

Ubuntu

$ curl -LO https://storage.googleapis.com/minikube/releases/latest/
minikube 1.7.3-0 amdé64.deb && sudo dpkg -i minikube 1.7.3-0 amd64.deb

2. Download kubectl

$ curl -LO https://storage.googleapis.com/kubernetes-release/release/
v1.16.0/bin/linux/amd64/kubectl && chmod +x ./kubectl

3. Install kubectl

$ sudo install kubectl /usr/bin/

Installing Kubernetes cluster node

About this task

Complete the following step to install Kubernetes cluster node:

Steps

Run the following command

S sudo minikube start --kubernetes-version v1.16.0 —--vm-driver=none
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The following diagram shows the Pingintelligence deployment in a Kubernetes

Client

. . Dashboard NodePort
ASE NodePort Service ABS NodePort Service Service
—_—
ASE ABS ‘ . MongoDB Dashboard
Pod Pod Pod Pod
—

K Pinglntelligence for APIs deployed as statefulsets /

VM/Bare metal server

Kubernetes cluster node IP address 172.60.20.40/32

cluster

Deploying Pinglintelligence in Kubernetes cluster

About this task

Complete the following steps to deploy Pingintelligence in a Kubernetes cluster:

Steps

1. Download PinglIntelligence Docker toolkit from the download site.
2. Untar the docker toolkit by entering the following command.

tar -zxf <PingIntelligence Docker toolkit>

3. Build the Pinglintelligence docker images by completing the steps mentioned in Build the
Pinglntelligence Docker images on page 719 topic.

4. Navigate to pingidentity/docker-toolkit/examples/kubernetes directory to edit the
pidapi-k8s-poc file.

5. Edit the environment variable in pi4api-k8s-poc file to configure the ASE deployment mode. The
values can be inline or sideband. Following is a snippet of the file showing the environment variable.

apiVersion: apps/vl
kind: StatefulSet
metadata:

name: ase

labels:
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app: ase
spec:
serviceName: ase-internal-service
replicas: 1
selector:
matchLabels:
app: ase
template:
metadata:
labels:
app: ase
spec:
terminationGracePeriodSeconds: 60
securityContext:
runAsUser: 10001
fsGroup: 0
containers:
- name: ase
image: pingidentity/ase:4.3
imagePullPolicy: IfNotPresent
ports:
- containerPort: 8080
name: management
- containerPort: 9090
name: logs
command :
- "/bin/bash"
— "_c"
- "/opt/pingidentity/ase/entrypoint.sh"
env:
- name: TZ
value: "Etc/UTC"
- name: MODE
value: "inline"

- name: ENABLE CLUSTER

value: "true"
- name: ENABLE ABS
value: "true"
- name: ABS ENDPOINT
value: "abs-0.abs-internal-service:8080"
- name: ABS ACCESS KEY
value: "abs ak"
- name: ABS SECRET KEY
value: "abs sk"

6. Add ABS and ASE license in the ConfigMaps section of the pi4api-k8s-poc file.

apiVersion: vl
kind: ConfigMap
metadata:
name: abs-license
data:
PingIntelligence.lic: |
ID=
Organization=
Product=PingIntelligence
Module=ABS
Version=4.3
IssueDate=
EnforcementType=
ExpirationDate=
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MaxTransactionsPerMonth=

Tier=

SignCode=
Signature=

apiVersion:

vl

kind: ConfigMap

metadata:

name: ase-license

data:

PingIntelligence.lic: |

ID=

Product=PingIntelligence

Module=ASE

Version=

4.3

IssueDate=

EnforcementType=
ExpirationDate=
MaxTransactionsPerMonth=

Tier=

SignCode=
Signature=

7. Create a namespace.

$ sudo su

# kubectl create namespace pingidentity
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8. Apply the edited pi4api-k8s-poc.yml file to deploy the resources on the Kubernetes cluster.

# kubectl apply -f pidapi-k8s-poc.yml -n pingidentity

daemonset.apps/startup-script created

statefulset.
statefulset.
statefulset.
statefulset.

service/abs-external-service created
service/ase-external-service created

apps/mongo created

apps/abs created
apps/ase created

apps/dashboard created

service/dashboard-external-service created

service/mongo-internal-service created
service/abs-internal-service created
service/ase-internal-service created

Next steps
Verify that the deployment is successful by entering the following command.

Fetch the IP addresses of ASE, ABS, and Dashboard by entering the following command.
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# kubectl get pod -n pingidentity

NAME
abs-0
ase-0
mongo-0

startup-script-5d5d6

dashboard-0

READY
1/1
1/1
1/1
1/1
1/1

STATUS

Running
Running
Running
Running
Running

# kubectl get svc -n pingidentity

NAME

TYPE

CLUSTER-IP

RESTARTS

R ORr OO

AGE
139m
25m
139m
119m
139m

EXTERNAL-IP PORT(S)

AGE
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abs-external-service NodePort 10.100.81.119 <none>
8080:31080/TCP,9090:31090/TCP 3ml2s

abs-internal-service ClusterlIP None <none> 8080/

TCP 3ml2s

ase-external-service NodePort 10.104.103.138 <none>
80:31000/TCP,443:31443/TCP 3ml2s

ase-internal-service ClusterlIP None <none> 8020/

TCP,8010/TCP 3ml2s

mongo-internal-service ClusterIP None <none> 27017/

TCP 3ml2s

dashboard-external-service NodePort 10.100.8.48 <none>
443:31030/TCP 3ml2s

If you are deploying in the sideband mode, take the NodePort IP address of ASE to use in AP| gateway
integration.

Pingintelligence Cloud service deployment

Pinglintelligence Cloud service

Pinglintelligence Cloud deployment has two components which work together to complete your
Pingintelligence PoC environment. The Pingintelligence Cloud environment is distributed between the
following:

= Pingintelligence ABS, Dashboard, and MongoDB are hosted as a cloud service managed by Ping
Identity

= Pingintelligence Cloud Connector (referred to as Pingintelligence ASE in the documentation ) is
deployed in your APl environment.

Pinglntelligence Cloud service can be deployed in two modes:

= Inline mode
= Sideband mode

Inline mode

In inline mode, ASE receives API client traffic and routes the traffic to API servers. It can be deployed
behind an existing load balancer, such as AWS ELB. In inline mode, ASE terminates SSL connections
from API clients and then routers the API requests to the target APIs — running on an AP| Gateway

or app servers, such as Node.js, WebLogic, Tomcat, PHP, etc. To configure ASE to work in Inline
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mode, set the mode=inline in the ase.conf file. The following diagram shows the inline deployment:
User pr

PingIntelligence ASE

.
*

F

API Clients

- uu
r
>
=

Pinglntelligence Cloud
ABS, Dashboard, and MongoDB

Sideband Mode

In sideband mode, ASE receives API calls from an API gateway which uses policies to send API request
and response metadata to ASE. In this mode, the API Gateway still terminates the client requests and
manages the traffic flow to the API servers. Pingintelligence currently supports sideband policies on the
following platforms, Pingintelligence API gateway integrations. .
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To configure ASE to work in sideband mode, set the mode=sideband in the
ase.conf file. The following diagram shows the sideband mode of deployment:

APl Gateway

=‘

- T -

P

API Clients

API S

n
™
U
o
<<

= Pingintelligence ASE

Internet

PingIntelligence Cloud
ABS, Dashboard, and MongoDB

For more informatio on different ASE modes, see the ASE Admin Guide.

Downloading and installing ASE software

About this task

ASE supports RHEL7.6 or Ubuntu 16.04 LTS on an EC2 instance, bare metal x86 server, and VMware
ESXi. You can install ASE as a root or a non-root user. You can install ASE either by downloading the ASE
software from the download site or by using the ASE Docker image provided to you.

Install ASE by downloading the ASE software

Complete the following steps to install ASE:
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Steps

1. Go the download site

2. Under Pinglintelligence, click on Select and navigate to the ASE section to download the ASE binary.
Make sure you choose the correct platform binary.

3. After downloading the file, copy the ASE file to the /opt directory if you are installing as a root user.
You can choose any other location if you want to install ASE as a non-root user.

4. Change the working directory to /opt
5. At the command prompt, type the following command to untar the ASE file:

tar -zxvf <filename>
For example:

tar -zxvf ase-rhel-4.0.1.tar.gz

6. To verify that ASE successfully installed, the 1s command at the command prompt. This will list the
pingidentity directory and the build's tar file. For example:

/opt/pingidentity/ase/bin/$ 1s
pingidentity ase-rhel-4.0.1.tar.gz
ASE License

To start ASE, you need a trial license which is valid for 30-days. At the end of the trial period, ASE stops
accepting the traffic.

@ Note: Contact Pingldentity sales to get an ASE trial license.

Configure ASE license

After receiving the ASE license key, download and save the license file as PingIntelligence.lic.
Copy the license file to the /opt/pingidentity/ase/config directory and start ASE.

Update an existing license If your license expires, obtain an updated license from Pinglntelligence for
APIs sales and replace the license file in the /opt/pingidentity/ase/config directory. Stop and
then start ASE to activate the new license.

Configure Pinglntelligence Cloud Connection

Navigate to /opt/pingidentity/ase/config/abs.conf and refer to the Pingintelligence cloud
information received via email to configure the following:

= Setabs endpoint to ABS IP

= Setaccess key to ABS access key
= Setsecret key to ABS secret key
= Setenable ssltotrue

Here is a sample abs . conffile:

; API Security Enforcer ABS configuration.

; This file is in the standard .ini format. The comments start with a
semicolon (;).

; Following configurations are applicable only if ABS is enabled with true.

; a comma-separated list of abs nodes having hostname:port or ipv4:port as

an address.
abs_endpoint=127.0.0.1:8080
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; access key for abs node
access_key=OBF:AES://ENOzsqOEhDBWLDY
+ploQ:jN6WFLIHTTd30VNzvtXuAaOG34c4JBD4XZHgFCaHry0

; secret key for abs node
secret_key=OBF:AES:Y2DadCU4JFZp3bx8EhnOiw:zzi77GIFF5xkQJccjlrlVWU
+RY5CxUhp3NLcNBel+3Q

; Setting this value to true will enable encrypted communication with ABS.
enable_ssl=true

; Configure the location of ABS's trusted CA certificates. If empty, ABS's
certificate

; will not be verified

abs ca cert path=

Obfuscate access and secret key

Using the ASE command line interface, obfuscate the access key and secret key in abs.conf. The
access key and secret key has been sent to you through the Pingldentity welcome email.

ASE ships with a default master key (ase master.key) which is used to obfuscate other keys and
passwords. You can generate your own ase_master.key. For more information, see Obfuscate key and
passwords

@ Note: During the process of obfuscation password, ASE must be stopped.

Obfuscate access and secret keys

Enter the access key and secret key provided to you in clear text in abs.conf. Run the
obfuscate keys command to obfuscate:

/opt/pingidentity/ase/bin/cli.sh obfuscate keys -u admin -p

Please take a backup of config/ase master.key, config/ase.conf, config/
abs.conf, and config/cluster.conf before proceeding

If config keys and passwords are already obfuscated using the current master
key, they are not obfuscated again

Following keys will be obfuscated:

config/ase.conf: sender password, keystore password
config/abs.conf: access key, secret key
config/cluster.conf: cluster secret key

Do you want to proceed [y/n]:y
obfuscating config/ase.conf, success
obfuscating config/abs.conf, success
obfuscating config/cluster.conf, success

Start ASE after keys are obfuscated.

() Important: ase master.key must be presentinthe /opt/pingidentity/ase/config/
directory for ASE to start.

Start and stop ASE
Start ASE

Copyright ©2022



| Pingintelligence PoC | 40

PrerequisiteFor ASE to start, the ase_master.key must be present in the /opt/pingidentity/ase/
config directory. If you have moved the master key to a secured location for security reasons, copy it to
the config directory before executing the start script.

Change working directory to bin and run the start. sh script.

/opt/pingidentity/ase/bin/start.sh
Starting API Security Enforcer 4.1...
please see /opt/pingidentity/ase/logs/controller.log for more details

Stop ASE

Change working directory to bin and run the stop. sh script.
/opt/pingidentity/ase/bin/stop.sh -u admin -p admin
checking API Security Enforcer status..sending stop request to ASE. please

wait..
API Security Enforcer stopped

Enable ASE to ABS engine communication

To start communication between ASE and the Al engine, run the following command:
./cli.sh enable abs -u admin -p
To confirm an ASE Node is communicating with ABS, issue the ASE status command:

/opt/pingidentity/ase/bin/cli.sh status
Ping Identity Inc., API Security Enforcer

status : started

http/ws : port 80

https/wss : port 443

firewall : enabled

abs : enabled, ssl: enabled (If ABSis enabled,then ASE is
communicating with ABS

abs attack : disabled

audit : enabled

ase detected attack : disabled

attack list memory : configured 128.00 MB, used 25.60 MB, free 102.40 MB

abs attack request minutes=10

Integrate Pinglntelligence into your API environment
Sideband configuration

If you configured Pinglintelligence ASE for sideband connectivity with an APl Gateway, then refer to the
deployment guide for your environment:

= Akana API gateway sideband integration on page 514

= Pingintelligence Apigee Integration on page 538

= Pingintelligence AWS API Gateway Integration on page 558
= Axway sideband integration on page 576

= Azure APIM sideband integration on page 600

= Pingintelligence - CA API gateway sideband integration on page 609
= F5 BIG-IP Pinglntelligence integration on page 618

= IBM DataPower Gateway sideband integration on page 630
= Pinglintelligence - Kong API gateway integration on page 637
= Mulesoft sideband integration on page 643

= NGINX sideband integration on page 657
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= NGINX Plus sideband integration on page 672
= PingAccess sideband integration on page 700
= Pingintelligence WSO2 integration on page 717

After completing the setup steps in the integration guide, go to Al Engine training.

Configure ASE and Dashboard

To configure the ASE system and Dashboard to work with Pinglntelligence cloud, use the configuration
details that you received in an email from Pinglintelligence. The following details have been emailed to you:

ABS configuration

= ABSIP
= ABS access key
= ABS secret key

Dashboard Configuration

= Dashboard IP
= Dashboard username
= Dashboard password

Add APIs to ASE

To secure an API with Pinglintelligence for APIs software, an administrator can add an API definition

to the Ping Identity ASE, which will then pass the API information to the Al Engine for reporting and
attack detection. Complete the following steps to configure a simple REST API. For more information on
advanced options, see the ASE Admin Guide.

1. Navigate to /opt/pingidentity/ase/config/api and copy the file rest api.json.example
to rest api.json

2. Openthe rest api.json file and update the following information:
a. Update the “url” to the base path of the API, for example, “/apiname”

b. Replace the server IP addresses and ports with the addresser/ports of your app servers.
c. Review the following parameter list and make other edits as applicable.

Key API JSON file parameters to configure include:

Parameter Description

protocol API request type with supported values of:
ws - WebSocket ; http - HTTP

url The value of the URL for the managed API. You can configure up to s
"/shopping"- name of a 1 level API
"/shopping/electronics/phones™ -3 level API

"/" - entire server (used for ABS API Discovery or load balancing)

hostname Hostname for the API. The value cannot be empty.

“*7 matches any hostname.

cookie Name of cookie used by the backend servers.
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oauth2_access_token

apikey gs

apikey_ header

login_url
health_check

health_check_interval
health_retry count
health_url

server_ssl

Servers:
host

port

server_spike_threshold

server_connection_quota
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When true, ASE captures OAuth2 Access Tokens.
When false, ASE does not look for OAuth2 Tokens. Default value is

For more information, see Configuring OAuth2 Token.

When API Key is sent in the query string, ASE uses the specified par

For more information, see Configuring APl Keys.

When API Key is part of the header field, ASE uses the specified par:

For more information, see Configuring APl Keys.
Public URL used by a client to connect to the application.

When true, enable health checking of backend servers.
When false, no health checks are performed.

Ping Identity recommends setting this parameter as true.

The interval in seconds at which ASE sends a health check to determ
The number of times ASE queries the backend server status after nof
The URL used by ASE to check backend server status.

When set to true, ASE connects to the backend API server over SSL.

The IP address or hostname and port number of each backend serve

See REST API Protection from DoS and DDoS for information on opt

The following API Pattern Enforcement parameters only apply when API Firewall is activated

Flow Control

client_spike_threshold

server_connection_queueing

bytes in_threshold
bytes out_threshold

protocol_allowed

methods_allowed

content_type_allowed

ASE flow control ensures that backend API servers are protected fror

See WebSocket API Protection from DoS and DDoS for information ¢

List of accepted protocols
Values can be HTTP, HTTPS, WS, WSS.

@ Note: When Firewall is enabled, protocol_allowed takes precede

List of accepted REST API methods. Possible values are:

GET, POST, PUT, DELETE, HEAD

List of content types allowed. Multiple values cannot be listed. For ex:
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Decoy Config When decoy_enabled is set to true, decoy sub-paths function as de

decoy_enabled response_code is the status code (for example, 200) that ASE return:

response_code response_def is the response definition (for example OK) that ASE re

response_def response_message response_message is the response message (for example OK) that /

decoy_subpaths decoy_subpaths is the list of decoy API sub-paths (for example shop
See API deception for details

After configuring the API JSON file, add it to ASE for it to take effect. To add a runtime API, execute the
following CLI command:

/opt/pingidentity/ase/bin/cli.sh add api {file path/api name} -u admin -p

Verify/List the API

To verify whether the API that you added has been successfully added or not, run the list API command:

opt/pingidentity/ase/bin/cli.sh list api -u admin -p

Al engine training

The Pinglintelligence Al Engine needs to be trained before it can detect anomalies or attacks on API
services or generate reports. The Al training runs until a minimum amount of data is received, and the
training period is completed for the given API.

ABS must be trained on all APIs before they can be secured. Whenever a new API is added, ABS
automatically trains itself before looking for attacks

For detailed information on training the Al Engine, see the ABS Admin guide.

Connect to the Pingintelligence dashboard

The Pinglintelligence Dashboard provides information on the APIs monitored by Pingintelligence for APIs.
Until the training period is complete (based on volume of traffic) for an API, only a minimal amount of
Dashboard data will be available. If traffic volume is low, it may take several days before many of the
Dashboard graphs have data.

To connect to the Dashboard and work with Pinglntelligence cloud, use the connection details that you
received in the welcome email from Ping Identity. The following details are emailed to you :

= Dashboard URL - It is used to load the Pinglintelligence for APIs Dashboard
= Dashboard User Name
= Dashboard User Password

For more information on accessing and using Dashboard, see Access the Pinglintelligence Dashboard .

For more information on Pinglntelligence for APIs Dashboard, see Pinglntelligence Dashboard.

Access ABS reporting

The ABS Al Engine generates attack, metric, and forensics reports which are accessed using the ABS
REST API to access JSON formatted reports. Ping Identity provides templates to use Postman, a free tool
for formatting REST API reports.

@ Note:
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Until the training period is complete (based on volume of traffic) for an API, only a minimal amount of
reporting data will be available. If traffic volume is low, it may take several days before some of the reports
(e.g. attack reports) have data.

Install Postman with Pinglntelligence for APl reports

Ping Identity provides configuration files which are used by Postman to access the ABS REST APl JSON
information reports. Make sure to install Postman 6.2.5 or higher.

Using ABS self-signed certificate with Postman

ABS ships with a self-signed certificate. To use Postman with the self-signed certificate of ABS, disable the
certificate verification option by following the steps at this link

View ABS reports in Postman

To view the reports in Postman, complete the steps mentioned in the View ABS reports in Postman topic.
In configuring the environment, the following details are required:

1. Server: Use the ABS URL provided in the email

2. Port: Use the port number located at the end of the ABS URL in the email
3. Access_Key: Use the ABS access key provided in the email

4. Secret_key: Use the ABS secret key provided in the email

API Nameis the name of the API. Do not edit any variables that start with “system”.

@ Note: For detailed information on ABS reports, see Attack Reporting in the ABS Admin Guide.

Following is a list of reports that you can generate using Postman or any other REST API client:

= Metrics report

= Anomalies report

= API key metrics report

= OAuth2 token metrics report
= OAuth2 token forensics report
= IP forensics report

= Cookie forensics report

= Various attack types

= Flow control report

= Blocked connections report
= Backend error report

= List of valid URLs

= List of hacker’'s URLs

PingIntelligence Production Deployment

Automated deployment

Pingintelligence for APIs setup

Pinglintelligence for APIs software combines real-time security and Al analytics to detect, report, and
block cyberattacks on data and applications exposed via APIs. The software consists of two platforms:
API Security Enforcer and APl Behavioral Security Atrtificial Intelligence engine, and Pinglntelligence
Dashboard component.
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This guide describes the installation and execution of an Ansible package which automatically builds
a Pinglntelligence for APIs environment with PinglIntelligence for RHEL 7.6 or Ubuntu 16.04 LTS. The
package installs and configures the following components:

= ASE (deployed between the API clients and API Gateway or backend server)
= ABS Al Engine

= MongoDB database

= Pinglintelligence for APIs Dashboard

The following diagram shows the complete deployment architecture of the
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Default ports used by automated deployment. These ports can be configured using
setup. default ym1 files.

API Security Enforcer (ASE)

Applies real-time inline inspection of API traffic to detect and block attacks. ASE works with the ABS
engine to identify attacks.

APl Behavioral Security (ABS)

Executes Al algorithms to detect in near real-time cyberattacks targeting data, applications, and systems
via APls. Attack information can be automatically pushed to all ASEs to block ongoing breaches and
prevent reconnection.

Pingintelligence for APIs Dashboard
Pinglintelligence for APIs Dashboard offers you the following:

= View the various APlIs in your API environment along with the API creation date
= View the training status and other information of your APIs

= View your API dashboard

= Unblock a specific client identifier

= Tune threshold

= View ABS license information

The dashboard engine utilizes Elasticsearch and Kibana to provide a graphical view of an APl environment
including user activity, attack information, and blocked connections. The dashboard engine makes periodic
REST API calls to an ABS Al engine which returns JSON reports that are used to generate graphs in
Pingintelligence Dashboard.
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Users

You can install all the Pingintelligence products either as a user with sudo access or a normal user
(without sudo access). Make sure that the entire deployment is a homogenous deployment. Either all the
products should be installed as a sudo user or as a normal user.

Time zone

All the Pinglintelligence products namely ASE, ABS, and Pingintelligence Dashboard should be in the
same timezone, either local or UTC. Make sure that the third-party product, MongoDB, is also in the same
timezone as Pinglintelligence products.

Pingintelligence deployment modes

Inline mode

In PingIntelligence inline deployment mode, API Security Enforcer (ASE )sits at the edge of your network
to receive the API traffic. It can also be deployed behind an existing load balancer such as AWS ELB. In
the inline mode, ASE deployed at the edge of the datacenter, terminates SSL connections from API clients.
It then forwards the requests directly to the correct APIs — and app servers such as Node.js, WebLogic,
Tomcat, PHP, etc.

To configure ASE to work in the Inline mode, set the mode=inline inthe ase-defaults.yml file.

M Pingldentity.

a API Security Enforcer

Clients

API Metadata

Attack List

e ]
[+ ]
[~ ] API Servers

Al Generating Various
Attack Types

MongoDB
M Pingldentity. oo
API Behavioral Security
Pingintelligence for APIs Web
GUI

API Security Enforcer
Inline Deployment Mode

Following is a high-level description of traffic flow:

1. Client request is received by ASE. The request is logged in access log file. ASE then forwards the
request to the backend server. The response is received by ASE and logged in the access log file.

2. The request and response in the access log file is sent to ABS Al engine for processing. ABS Al engine
generates the attack list which is fetched by ASE. The future requests received by ASE are either
forwarded to the backend server or blocked by ASE based on the attack list.

3. The Al engine data is stored in MongoDB

4. Pinglintelligence for APIs Web GUI fetches the data from ABS to display in the dashboard.

Sideband mode

When Pinglintelligence is deployed in the sideband mode, ASE works behind an existing API gateway.
The API request and response data between the client and the backend resource or API server is sent to
ASE. In this case, ASE does not directly terminate the client requests.
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To configure ASE to work in the sideband mode, set the mode=sideband in the ase-defaults.yml file.

API Client 1 AP| Gateway

=X :
—
REST API @ Backend API Server

M Pingldentity.

API Security Enforcer =

M Pingldentity. |
API Behavioral Security |

=1
= ]
:L
-

1
1
1
1
1
1
! Pinglntelligence for APIs
1
]
1
]
/

Web GUI

API Security Enforcer
Sideband Deployment Mode

Following is a description of the traffic flow through the API gateway and Ping Identity ASE.

1.
2.
3.

7.
8.

Incoming request to API gateway

API gateway makes an API call to send the request detail in JSON format to ASE

ASE checks the request against a registered set of APIs and checks the origin IP against the Al
generated Blacklist. If all checks pass, ASE returns a 200-OK response to the API gateway. Else, a
different response code is sent to the Gateway. The request is also logged by ASE and sent to the Al
Engine for processing.

If the API gateway receives a 200-OK response from ASE, then it forwards the request to the backend
server, else the Gateway returns a different response code to the client.

The response from the backend server is received by the API gateway.

The API gateway makes a second API call to pass the response information to ASE which sends the
information to the Al engine for processing.

ASE receives the response information and sends a 200-OK to the API gateway.

API gateway sends the response received from the backend server to the client.

@ Note: Complete the ASE sideband mode deployment by referring to API gateway specific deployment
section on the PinglIntelligence documentation site.

Prerequisites

Commonly used terms for deployment machines

Following terms are frequently used during automated deployment steps:
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Prerequisite
The following prerequisites must be met before proceeding with the installation:

= Management machine operating system - Automated deployment requires RHEL 7.6 operating
system on the management host.

= Host machine operating system - Host machine operating system can be RHEL 7.6 or Ubuntu 16.04
LTS.

@ Important: Make sure that the deployment is homogenous with respect to the provisioned host
machines. Either all the host machines should be running RHEL 7.6 or Ubuntu 16.04 LTS. Do not
create a set up having both types of host machines.

= Ansible - The management host machine should have ansible 2.6.2 installed

= Python - The management host machine should have Python 2.7

= User - Automated installation requires a user with password-less authentication for SSH connection
to the host machines. User should also have password-less sudo access to all the host machines.
Alternatively, you can also set up a user with password by editing the hosts file. For more information
on hosts file, see Step 3 - Configure hosts file and download software on page 52.

= fiewalld package - All the host machines should have an active firewalld [python 2.7]
package on both Ubuntu and RHEL machines. If the package is not available, then manually open
the ports that are used in the deployment. For more information on ports, see the respective Change
default settings topics.

= If you are deploying the setup on a Ubuntu machine, make sure that the MongoDB host machine has
libcurl4-openssl-dev.

= Ensure that there are no pre-existing Java installations on the host machines. You can use the
command, # java -version to verify this. We highly recommend that you uninstall all existing
versions of Java from the host machines, before proceeding with the installation of Pingintelligence
components.

Download the deployment package

Setup the management host

Pingintelligence automated deployment requires RHEL 7.6 management host machine to start the
deployment. The automated deployment installs different Pinglntelligence components from this
management machine.

1. Login to the Management machine as a root user.
2. Download the Ansible deployment package and save it to the /opt directory
3. Untar the downloaded file:

ftar -xf /opt/pi-api-deployment-4.3.tar.gz

Untarring the file creates the following sub-directories in the pi-api-deployment directory:

Directory Description

ansible Contains the different ym1 files

bin Contains the start.sh and stop. sh scripts. Do not edit the
contents of this directory.
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certs Contains ASE, ABS, Elasticsearch, Kibana,Dashboard, and
MongoDB self-signed certificates and keys. Elasticsearch and
Kibana certificates are in the dashboard directory.

@ Note: If you want to use your own certificates and keys, then
replace the default certificates and keys with your certificates.
Use the same file names as that of the files present in the certs
directory. Make sure that the keys are password-less.

config Contains the default settings file for ASE, ABS, and Dashboard.
These files are used to configure the various variables for installing
Pinglntelligence components.

data System directory. Do not edit any of its content.

util Contains utilities to run Pinglntelligence components as a service.

external The third-party components like MongoDB are downloaded in the
external directory.

keys After the installation is complete, the master keys of all the
products are saved here.

license Contains ase and abs directories that have the ASE and ABS
license file.

logs Contains the log files for automated installation

software Contains the binary files for Pinglntelligence components:
= ASE
= ABS

= Dashboard

The directory also contains updated packages sub-directory
which stores the Pinglintelligence updated binaries with new
master keys. You can use these binaries for future use.

Step 1 - User and authentication

This covers concept and steps to create an SSH user and configure password-less authentication for the
SSH user or using a password to connect to the host machines. Creating a new user is an optional step.
You can use the default user configured in the hosts file.

= User creation (optional)
= Authentication

User Creation (Optional)

Complete the following steps on all the provisioned host machines if you do not have a user as mentioned
in the prerequisites section. If you already have a user as described in the prerequisite section, you can
skip the following steps:

1. Create ec2-user. The hosts file in the automation package has ec2-user as the default user. You
can create your own username.

#useradd ec2-user
2. Change the password

#passwd ec2-user
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3.
@O Note: If you plan to install PinglIntelligence software as a non-sudo user, then skip steps 3-5.

Add the user to the wheel group
#usermod -aG wheel ec2-user

4. Configure password-less sudo access

#visudo
$wheel ALL=(ALL) NOPASSWD: ALL

5. Verify the /etc/ssh/sshd_config file for PubKeyAuthentication. If itis set to no, then set it to
yes and restart sshd service using the following command:

#systemctl restart sshd

The following diagram shows the management host and Pingintelligence
host machines communicating either through password-less SSH
communication or communicating after authenticating using a password.

bl
ASE

Pinglntelligence host machine

3

ABS Al Engine

Pinglntelligence host machine

L n

MongoDB

host machine

.
[ping| i

PinglIntelligence Dashboard

Pingintelligence host machine

SSH password-less authentication
OR
Authentication using a password
with the host machines

RHEL 7.6
machine
Management Host

Automated deployment runs
on the management host

Authentication

Pinglntelligence automated deployment provides the following two methods for authentication between the
management host machine and Pinglintelligence host machines.

= Password-less authentication - There are two methods to achieve password-less authentication.

= Authentication using a password - Authentication using a password requires sshpass module to be
installed on the RHEL host machine.
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Password-less authentication

You can set up a password-less authentication from the management machine to other machines where
Pingintelligence components are installed. There are two possible methods to configure password-less
authentication.

Method 1
1. Run the following command on the management machine. The management machine is the machine
from which the automated deployment script is run to deploy the various Pinglintelligence software.

# ssh-keygen -t rsa

This command generates the ssh-keys. Accept all the default options. Make sure that you do not set
the password for the key.

2. Run the following command for each VM except the Ping Management VM:
# ssh-copy-id pi-user@<ping-machine IPv4 address>

For example, ssh-copy-id pi-user@192.168.11.148 (ping-ase)
Method 2

1. Run the following command on the management machine. The management machine is the machine
from which the automated deployment script is run to deploy the various Pinglntelligence software.

# ssh-keygen -t rsa

This command generates the ssh-keys. Accept all the default options. Make sure that you do not set
the password for the key.

2. Fetch the generated key in step 1 from /home/$USER/.ssh/id rsa.pub

3. Copy and add this key in the /home/$USER/.ssh/authrorized keys file on all the machines
where Pinglntelligence components are installed.

@ Important: If method 1 or method 2 of configuring password-less authentication does not succeed,
contact your system administrator.

Authentication using a password

You can also use password to authenticate with Pingintelligence and MongoDB host machines. Configure
the password of the host machine in the hosts file. Complete the following prerequisites to authenticate
using a password:

Prerequisites:

= Install sshpass module on the management host machine. Note that the management host machine is
a RHEL 7.6 machine.

= The password that you configure for the user in the hosts file must already be configured on the host
machines.

To add the password in the hosts file, edit the hosts file to configure password in ansible_ssh_pass
parameter as shown in the hosts file snippet below.

# Ansible SSH user to access host machines

ansible ssh user=ec2-user

# Uncomment the ansible ssh pass line and configure password of
ansible ssh user if you want to use SSH connection with password.

# If you do not use this option, then the SSH user uses password-less
authentication.

#ansible ssh pass=<SSH_user_password>
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Verify SSH connectivity

You can manually verify SSH connectivity between the management host machine and the
Pingintelligence machine by entering the following command.

ssh user@remote-machine "1s"

Step 2 - Configure licenses

Pingintelligence ASE and ABS require a valid license to start. The license file for both the products is
named PingIntelligence.lic.

= ASE:

Copy the ASE license file in the 1icense/ase directory. Make sure that the license file is named as
PingIntelligence.lic Following is a sample of the ASE license file:

ID=981894
Product=PingIntelligence
Module=ASE

Version=4.2
IssueDate=2020-07-01
EnforcementType=0
ExpirationDate=2020-12-30
Tier=Subscription
SignCode=

Signature=

Verify that the correct file has been copied: To verify that the correct license file has been copied in
the /1license/ase directory, run the following command:

# grep 'Module' license/ase/PingIntelligence.lic
Module=ASE

= ABS:

Copy the ABS license file in the 1icense/abs directory. Make sure that the license file is named as
PingIntelligence.lic. Following is a sample of the ABS license file:

ID=981888
Product=PingIntelligence
Module=ABS

Version=4.2
IssueDate=2020-07-01
EnforcementType=0
ExpirationDate=2020-12-30
Tier=Subscription
SignCode=

Signature=

Verify that the correct file has been copied: To verify that the correct license file has been copied in
the /1license/abs directory, run the following command:

# grep 'Module' license/abs/PingIntelligence.lic
Module=ABS

Step 3 - Configure hosts file and download software

The hosts file contains the various parameters to be configured for installation of Pinglntelligence
components. Complete the following steps to configure the hosts file.
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The configuration file has parameters where link to download third-party component is configured. If the
Management machine does not have internet access, download the third-party components manually.

machines.

@ Note: Make sure that the entire deployment is homogenous with respect to the provisioned machines.
All the Pinglintelligence components should either be installed on an RHEL machine or on Ubuntu

Configure the following fields in the config/hosts file:

Variable

Description

IP addresses

el

s]
mongodb}
dashboard]
elasticsearch]
kibana]
abs_ reporting node]

[a
[a
[
[
[
[
[
[

webgui]

Configure the following IP addresses:

ase] - ASE IP address
abs] - ABS IP address

[

[

[mongodb] - MongoDB IP address and port. Providing the port
number is mandatory.
[
[
[
[

dashboard] - Dashboard IP address

elasticsearch] - Elasticsearch IP address

kibana] - Kibana IP address

abs reporting node] - ABS reporting node IP address

® Important: The IP address for [abs]
and[abs_reporting node] should be different. If you
are installing all the components on a single host, leave
the [abs reporting node] field blank.

= [webgui] - Web GUI IP address. Web GUI and dashboard
engine are part of the same package, however, you can install
them on separate machines. If you want to install Web GUI and
dashboard engine in the same machine, configure the same IP
address in [dashboard] and [webgui ]

If you are setting up a POC environment, then all the components:
ASE, ABS, MongoDB, Dashboard, WebGUI, ElasticSearch, and
Kibana can share a single IP address.

C) Note: Leave the abs reporting node field blank, when all
the components have the same IP address..

For production deployments:

= ASE, ABS Al Engine, and MongoDB should be deployed on
separate servers for redundancy.

= Dashboard, WebGUI, Kibana, and ABS Reporting node
(optional) can be deployed on a single server.

= ElasticSearch should be deployed on a standalone server.
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installation path Configure the path where you would want the Pingintelligence
components to be installed. The default value is /home/ec2-user.

@ Important: The path that you provide in
theinstallation path variable must exist on the machine. The
automation script does not create this path. If you are installing

all the Pinglntelligence components on different machines, then
manually create the same path on each machine before running the
automation script.

install with sudo When set to false, the script installs Pinglntelligence for a normal
user. When set to true, the script installs Pinglintelligence as a root
user if the port number of ports configured are less than 1024.

install as service Set it to true if you want to install Pinglntelligence components as
a service. To install Pingintelligence components, you must be a
root user. Set install with sudo as true.

If you install Pinglntelligence components as a service, the
components are automatically restarted when the system
is rebooted. Check the ansible. log file to verify starting
Pinglntelligence components as a service.

install mongo Set it to true if you want automated deployment to install
MongoDB. Set it to false if you want to use an existing MongoDB
installation. Default value is true.

® Important: Configure the MongoDB IP address and port
number even if install mongo is set to false. MongoDB details
are required to configure abs.properties file.

install elasticsearch Set to true if you want automated deployment to install
Elasticsearch. Set it to false if you want to use an existing
Elasticsearch installation. Default value is true. Note the following
points:

= If you have set the option as true, provide an IP address in the
hosts file for Elasticsearch. Leave the IP address blank in the
hosts file, if you configured the option as false.

= If you have configured the variable as false, configure the URL
of your existing Elasticsearch in dashboard-defaults.yml
file. For more information, see Change Dashboard default
settings on page 63.

@ Note: If you are using an existing Elasticsearch installation is
an OSS package, make sure that Kibana 6.8.1 OSS package is
available in external directory.

jdkll download url The automated script requires OpenJDK 11.0.2.

@ Note: If your machine does not have internet access,
then download the OpenJDK 11.0.2 and save the file as
openijdkll.tar.gz in externaldirectory.
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mongodb_download url MongoDB download URL. A default URL is populated in the hosts
file.

@ Note:

1. The default URL is RHEL version of MongoDB. If you are
installing on Ubuntu, configure the MongoDB Ubuntu download
URL.

2. If your machine does not have internet access, then download
the MongoDB 4.2.0 and save the file as mongodb. tgz in
externaldirectory

elasticsearch download url |Elasticsearch download URL. A default URL is populated in the
hosts file.

@ Note: If your machine does not have internet access,
then download the Elasticsearch 6.8.1 and save the file as
elasticsearch-6.8.1.tar.gz in externaldirectory.

kibana download url Kibana download URL. A default URL is populated in the hosts
file.

@ Note: If your machine does not have internet access,
then download the Kibana 6.8.1 and save the file as
kibana-6.8.1.tar.gz in externaldirectory.

ansible ssh user Ansible ssh user. The default value is ec2-user.

ansible ssh pass Configure the ansible SSH user's password if you want to use
password to authenticate with the host machines.

@ Note: If you do not configure password, SSH use establishes a
password-less authenticated connection.

Add Ansible username in the ansible ssh user field. The default value is ec2-user.

[ase]
172.16.40.81

[abs]
172.16.40.81

[abs_reporting node]
[mongodb]
172.16.40.81 mongo port=27017

[dashboard]
172.16.40.81

[elasticsearch]
172.16.40.81
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[kibana]
172.16.40.81

[webgui]
172.16.40.81

[all:vars]

# Installation Path
installation path="/home/ec2-user"

# install as service set to true will start ase, abs, aad, dashboard,
elasticsearch

# and kibana as systemd services.

install as service=true

# configure install with sudo to true if any of the ports used for ASE,

# ABS, Dashboard are <1024. That component will be started using sudo.

# when install as service is true, install with sudo should be set to true.
install with sudo=true

# this option can be used if there is an existing mongo installation that
can be used

# set it to false if mongodb need not be installed

install mongo=true

# this option can be used if there is an existing elasticsearch installation
that can be used.

# set it to false if elasticsearch need not be installed.

# when install elasticsearch is set to false, remove any nodes under
elasticsearch section and

# configure elasticsearch url in config/dashboard-defaults.yml.

install elasticsearch=true

# Download URLs for external packages

jdkll download url='https://download.java.net/java/GA/jdkl1l/9/GPL/
openjdk-11.0.2 linux-x64 bin.tar.gz'

mongodb download url='https://fastdl.mongodb.org/linux/mongodb-linux-x86 64-
rhel70-4.2.0.tgz"

elasticsearch download url='https://artifacts.elastic.co/downloads/
elasticsearch/elasticsearch-6.8.1.tar.gz'

kibana download url='https://artifacts.elastic.co/downloads/kibana/
kibana-6.8.1-1inux-x86 64.tar.gz'

# Ansible SSH user to access host machines

ansible ssh user=ec2-user

# Uncomment the ansible ssh pass line and configure password of
ansible ssh user if you want to use SSH connection with password.

# If you do not use this option, then the SSH user uses password-less
authentication.

#ansible ssh pass=

Manually download third-party components

The automated deployment downloads the third-party packages when it is executed. However, if your
Management host machine does not have internet access, then download the software using the steps
mentioned below. Download the individual components and save the file in the external directory.

® 1m portant: If your management host machine has internet access, you can skip downloading the
third-party components manually.
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Install Ansible version 2.6.2 on the Management host machine. The Management host is the machine
from where the automated deployment script is run to deploy the various Pingintelligence software.
Install Python 2.7 on the Management host machine.

Download the following packages and copy to the external directory using the specified names:

MongoDB — Download MongoDB 4.2 from:

= Linux: https://fastdl.mongodb.org/linux/mongodb-linux-x86_64-rhel70-4.2.0.tgz and save the file in
the external directory as mongodb. tgz.

= Ubuntu: http://downloads.mongodb.org/linux/mongodb-linux-x86_64-ubuntu1604-4.2.0.tgz and save
the file in the external directory as mongodb. tgz.

Elasticsearch — Download Elasticsearch from: https://artifacts.elastic.co/downloads/
elasticsearch/elasticsearch-6.8.1.tar.gz and save the file in the external directory as
elasticsearch-6.8.1.tar.gz.

Kibana — Download from: https://artifacts.elastic.co/downloads/kibana/kibana-6.8.1-linux-x86_64.tar.gz
and save the file in the external directory as kibana-6.8.1-1inux-x86 64.tar.gz.

Download Pinglntelligence for APIs software

Download the following Pingintelligence for APIs software to pi-api-deployment/software directory.

API Security Enforcer (RHEL 7.6 or Ubuntu 16.0.4 LTS)
API Behavioral Security
Pinglntelligence Dashboard

@ Note: Do not change the name of the downloaded files.

The software directory should include the following files:

-rw-r--r--. 1 pingidentity pingidentity 2.5M Jun 07 00:01 pi-api-
dashboard-4.2.tar.gz

-rw-r--r—-. 1 pingidentity pingidentity 159M Jun 07 00:01 pi-api-
abs-4.2.tar.gz

-rw-r--r--. 1 pingidentity pingidentity 38M Jun 07 00:01 pi-api-ase-
rhel-4.2.tar.gz

Checking SSH connectivity

About this task

Check the SSH connectivity from the management host machine to other host machines. The SSH
connectivity check provides details regarding the configured user, IP address of the hosts for which
SSH connectivity works or fails. Run the check before deploying Pinglintelligence components. Enter the
following command on the management host command line.

Steps
$ ./bin/start.sh check
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User configured for SSH: ec2-user
Checking sudo connectivity between ansible management host and other
hosts. ..
172.16.40.187 | SUCCESS => {
"changed": false,

npingn: npongn

SSH connectivity to all hosts is successful
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http://downloads.mongodb.org/linux/mongodb-linux-x86_64-ubuntu1604-4.2.0.tgz
https://artifacts.elastic.co/downloads/elasticsearch/elasticsearch-6.8.1.tar.gz
https://artifacts.elastic.co/downloads/elasticsearch/elasticsearch-6.8.1.tar.gz
https://artifacts.elastic.co/downloads/kibana/kibana-6.8.1-linux-x86_64.tar.gz
https://www.pingidentity.com/en/resources/downloads.html
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Capturing host information...
Host information is captured successfully

Few possible errors during SSH connectivity

During SSH connectivity check between management host machine and Pinglntelligence hosts, you may
encounter some errors because of user permission issues or connectivity issues between machines.
Following are some of the probable error messages that you may see:

= You have configured user to use password to authenticate with the hosts machines, however, the
configured password in the hosts file is wrong.

User configured for SSH: ec2-user
Checking connectivity between ansible management host and other hosts...
172.16.40.187 | UNREACHABLE! => {

"changed": false,

"msg": "Authentication failure.",

"unreachable": true
}
Sun Jul 12 19:22:41 MDT 2020: SSH connection error: connectivity to all
hosts is not successful for ec2-user

= ansible ssh pass for authentication with password is uncommented in the hosts file, however, the
field has been left empty. Leaving the value empty is equivalent to passworld-less authentication.

User configured for SSH: ec2-user
Checking connectivity between ansible management host and other hosts...
172.16.40.187 | UNREACHABLE! => {

"changed": false,

"msg": "Failed to connect to the host via ssh: Permission denied
(publickey, password) .\r\n",

"unreachable": true
}
Sun Jul 12 19:26:16 MDT 2020: SSH connection error: connectivity to all
hosts is not successful for ec2-user

= install with sudois setto true and there is an error connecting to Pingintelligence host
machines.

User configured for SSH: ec2-user
Checking sudo connectivity between ansible management host and other
hosts. ..
172.16.40.187 | FAILED! => {
"changed": false,

"module stderr": "Connection to 172.16.40.187 closed.\r\n",
"module stdout": "sudo: a password is required\r\n",

"msg": "MODULE FAILURE",

YreVs 1

}
Sun Jul 12 19:30:26 MDT 2020: SSH connection error: sudo connectivity to
all hosts is not successful for ec2-user

The probable reasons for error in connectivity could be:

= The useris not in the sudoers file or the user is not in any group that has sudo privileges
= The user does not have NOPASSWD: ALL privileges in the sudoers file.
= The IP address configured in the hosts file is not available.

User configured for SSH: ec2-user

Checking sudo connectivity between ansible management host and other
hosts. ..
172.16.40.81 | UNREACHABLE! => {
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"changed": false,

"msg": "Failed to connect to the host via ssh: ssh: connect to host
172.16.40.81 port 22: Connection timed out\r\n",
"unreachable": true

}
Sun Jul 12 21:41:08 MDT 2020: SSH connection error: sudo connectivity to
all hosts is not successful for ec2-user

= selinux dependency - If you encounter the following error, you need to install sel inux package on the
host machine on which you see this error. Check the machine mentioned before FAILED! in the output
to identify the machine where selinux needs to be installed.

[localhost]: FAILED! => {"changed": false, "msg": "Aborting, target uses
selinux but python bindings (libselinux-python) aren't installed!"}
to retry, use: --limit @/home/ec2-user/411/pingidentity/pi-api-

deployment/ansible/setup.retry

Change default settings

The deployment package provides ym1 files to change the default settings of ASE, ABS, and Dashboard.
It is recommended to change the default settings before you execute the deployment package. For more
information on each component, see the respective guides at PingIntelligence documentation site. The
following topics describe the default settings of each component:

= Change ASE's default settings
= Change ABS default settings
= Change Dashboard default settings on page 63

@ Important: Make sure that the format of default settings file is ym1.

Change ASE's default settings

You can change the default settings in ASE by editing the ase-defaults. yml file. The following table
lists the variables that you can set for ASE:

Variable Description

mode Sets the mode in which ASE is deployed.
The default value is inline. Set the value to
sideband if you want ASE to work in the sideband

mode.

http ws port Data port used for HTTP or WebSocket protocol.
The default value is 8090.

https wss_port Data port used for HTTPS or secure WebSocket
protocol. The default value is 8443.

management port Management port used for CLI and REST API
management. The default value is 8010.

cluster manager port ASE node uses this port number to communicate
with other ASE nodes in the cluster. The default
value is 8020.

keystore password The password for ASE keystore. The default

password is asekeystore.
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cluster secret key This key is used for authentication among ASE
cluster node. All the nodes of the cluster must have
the same cluster secret key. This key must
be entered manually on each node of the ASE
cluster for the nodes to communicate with each
other. The default value is yourclusterkey.

enable sideband keepalive This key is used only in ASE sideband mode.
Setting it to true, ASE sends a keep-alive in
response header for the TCP connection between
API gateway and ASE. With the default false
value, ASE sends a connection close in response
header for connection between API gateway and
ASE.

Email default settings Configure the following settings:

» enable emails: Setitto true for ASE to
send email notifications. Default value is false.

= smtp host and smtp_ port

= sender email:Email address used from
which email alerts and reports are sent.

= email password: Password of sender’'s email
account.

» receiver email: Email address at which the
email alerts and reports are sent.

CLI admin password The default value for CLI admin is admin. To
change the password, you need to know the current
password.

timezone Defines ASE's timezone. The possible values are

local orutc

® Important: Make sure to take a backup of the ase-defaults. yml file on a secure machine after the
automated installation is complete.

Following is a sample ase-defaults.yml file:

ase:
# Deployment mode for ASE. Valid values are inline or sideband
mode: inline

# Define ports for the PingIntelligence API Security Enforcer
# Make sure ports are not same for single server installation
http ws port: 8090

https wss port: 8443

management port: 8010

cluster manager port: 8020

# Password for ASE keystore
keystore password: asekeystore

# cluster secret key for ASE cluster
cluster secret key: yourclusterkey

# enable keepalive for ASE in sideband mode
enable sideband keepalive: false
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# Configure Email Alert. Set enable emails to true to configure

# email settings for ASE
enable emails: false

smtp host: smtp.example.com
smtp port: 587

sender email: sender@example.com

email password: password

receiver email: receiver@example.com

# CLI admin password

current admin password: admin

new admin password: admin

# timezone setting

# allowed values: local, utc

timezone: local

Change ABS default settings

You can change the default settings in ABS by editing the abs-defaults. yml file. The following table
lists the variables that you can set for ABS:

Variable

Description

management port

Port for ABS to ASE and REST API to ABS
communication. The default value is 8080.

log port

Port for ASE to send log files to ABS. The default
value is 9090.

mongo_username and mongo_password

MongoDB user name and password. The default
user name is absuser and the default password is
abs123.

mongo_cache size

If you are running all the Pinglintelligence
components on the same instance, keep the
MongoDB cache size to a maximum of 25% of the
system memory. If you are running MongoDB on a
separate instance, keep the MongoDB cache size
to a maximum of 40% of the system memory.

mongo_ssl

Default value is true. Pinglntelligence deployment
ships with a default self-signed certificate. Setting
it to false will establish non-SSL connection
between ABS and Mongo

mongo_replica_ set

Name of the MongoDB replica set. Default name is
absrs01.

system memory

Memory size in MB allocated to run machine
learning jobs. Recommended to be at least 50% of
system memory.

access_key and secret key

The access key and secret for the admin user. For
more information on different ABS users, see ABS
users

@ Note: ™" (colon) is a restricted character and
not allowed in access key and secret key.
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access_key ruand secret key ru The access key and secret for the restricted user.
For more information on different ABS users, see
ABS users

@ Note: ":" (colon) is a restricted character and
not allowed in access key and secret key.

jks password The password of the JKS Keystore. The default
password is abs123.

Email default settings Configure the following settings:

* enable emails: Setitto true for ASE to
send email notifications. Default value is false.

= smtp host and smtp port

= sender email:Email address used from
which email alerts and reports are sent.

= email password: Password of sender’'s email
account.

= receiver email: Email address at which the
email alerts and reports are sent.

CLI admin password The default value for CLI admin is admin. To
change the password, you need to know the current
password.

poc_mode Sets the mode in which Al engine sets the

thresholds for the Al models. If set to true, Al
engine sets thresholds at a lower value. It should
be set to true only for a PoC deployment.

@ Important: Make sure to take a backup of the abs-defaults.yml file on a secure machine after the
automated installation is complete.

Following is a sample abs-defaults.yml file:

# Define ports for the PingIntelligence ABS

# Make sure ports are not same for single server installation
management port: 8080

log port: 9090

# Mongo DB User and password

mongo_username: absuser

mongo_password: absl23

# Define cache size for MongoDB (% of total RAM).

# MongoDB will be configured to use this percentage of host memory.
mongo_cache size: 25

# Communication between mongo and ABS

mongo_ssl: true

# Mongo replica set name

mongo_replica set: absrsO1l

# Memory for webserver and streaming server (unit is in MB)
system memory: 4096

# Access keys and secret keys to access ABS
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access key: abs ak
secret key: abs sk
access _key ru: abs ak ru
secret key ru: abs sk ru

# Password for ABS keystore
Jks password: absl23

# Configure Email Alert. Set enable emails to true to configure
# email settings for ABS

enable emails: false

smtp host: smtp.example.com

smtp port: 587

sender email: sender@example.com

email password: password

receiver email: receiver@example.com

# CLI admin password
current admin password: admin

new_admin password: admin

poc mode: false

Change the default system memory Complete the following steps to change the default system memory
in abs.properties file of ABS.

1.
2.

Navigate to the software directory
Untar the ABS binary by entering the following command:
# tar -zxvf pi-api-abs-4.1.tar.gz

Edit the abs.properties file in config directory to change the default value of system memory
to 50% of host memory. For example, if host ABS system has 16 GB of memory, set the value to 8192
MB.

# vi pingidentity/abs/config/abs.properties

Save the file

Tar the ABS binary and save it with the same file name (pi-api-abs-4.1.tar.gz)in software
directory by entering the following command:

# tar -czf pi-api-abs-4.l.tar.gz pingidentity/abs

Change Dashboard default settings

You can change the default settings of Pinglntelligence Dashboard by editing the dashboard-
defaults.yml file. The following table lists the variables that you can set for PingIntelligence Dashboard:

Variable Description

port Port number to connect to Pinglntelligence
Dashboard.

authentication mode Defines the mode in which Dashboard
authenticates. The valid values are native and

SSO.

@ Note: Itis recommended to use native
authentication for PoC deployments.
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session max_ age Defines the maximum time for a session. The
configured values should be in the form of
<number><duration_ suffix>. Duration should
be > 0. Allowed duration suffix values: m for
minutes, h for hours, and d for days.

max_active sessions Defines the maximum number of active Ul sessions
at any given time. The value should be greater than
1.

admin password and ping user password The passwords for webgui admin and ping user
accounts.

C) Note: admin password and
ping user password are applicable in native
authentication_mode only.

SSO Configurations - Applicable only when authentication mode is setas sso

sso_oidc client id Client ID value in configured in the Identity provider.
sso _oidc client secret Client Secret configured for the corresponding
Client ID.

sso_oidc client authentication method [OIDC Client authentication mode. The valid values
are BASIC, POST, Or NONE

sso_oidc provider issuer uri HTTPS IP address of OIDC provider. Also, place
the SSO provider's issuer-certificate in the following
path - <installation path>/pingidentity/
certs/webgui/

sso_oidc_provider_user_uniqueid_claim_rjamlgim name for unique ID of the user in Userinfo
response. A new user is provisioned using this
unique ID value.

sso_oidc_provider_user_first_name_clain @afg name for first name of the user in Userinfo
response. Either first name or last name can be
empty, but both should not be empty.

sso_oidc_provider_user_last name_claim [ngin name for last name of the user in Userlnfo
response. Either first name or last name can be
empty, but both should not be empty.

sso_oidc_provider user role claim name |Claim name for role of the user in Userinfo
response. Default value is role.

sso_oidc_client_additional_scopes Additional scopes in authorization request. Multiple
scopes should be comma (,) separated values.
OpenlD, profile scopes are always requested.

-End-of-SSO-configurations-

SSL configuration for Pingintelligence Dashboard Configure the passwords for keystore and key alias.

= server_ ssl key store password
» server ssl key alias
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H2 database configuration:

h2 db_password

h2 db_encryption password

Password for H2 database and password for
encryption

Discovery configuration - The following variables
configure discovery settings for Dashboard:

discovery source

discovery mode

discovery mode auto polling interval

discovery mode auto delete non discoy

Discovery source - Defines the details of
discovery source for PingAccess or Axway API
gateway.

PingAccess

pingaccess url
.

pingaccess _username

pingaccess password

Axway

axway url

axway username

axway password

discovery source - Defines the source of
discovered APIs. The discovery source can be
abs, pingaccess, Or axway
discovery mode - Defines the mode in which
Dashboard publishes APIs to ASE. It can either
o tao (irsmanual mode_. For more information on
|Scdr\>/ery mode, seeDiscovered APIs on page
496
discovery mode auto polling interval
- If the mode is set to auto in previous option,
then configure the time interval in minutes for
publishing the APIs to ASE. It recommended to
keep a minimum time interval of 10-minutes.
discovery mode auto delete non discoy
- If the mode is set to auto, you can configure
whether you want to delete the other APIs from
ASE when Dashboard publishes the discovered
APls.

Configure PingAccess or Axway URL, username
and password if the discovery source is
pingaccess Or axway.

rered _apis

enable xpack

Configures whether the deployment package
installs X-pack. The default value is true. If
you are using an existing Elasticsearch and
authentication is not configured for Xpack, set
enable xpackto false.

elasticsearch url

If you have set install elasticsearch

as false inthe hosts file, configure the
Elasticsearch URL. Enter the complete URL
including http/https. For example, https://
myelasticsearchurl.pi.com:443. Providing the port
number in the URL is mandatory.

elastic_username

If you want to use an already available
Elasticsearch username, configure it in
elastic_username.

kibana port

The port number on which Dashboard
communicates with Kibana..

elastic password

Elasticsearch password. The default value is
changeme.

@ Note: Do not change the elastic_password
after Pinglintelligence installation is complete.
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kibana password Kibana password. The default value is changeme.

@ Note: Do not change the kibana password
after Pinglintelligence installation is complete.

ping user password Password for the default user name ping user.
ping admin password Password for the admin.
rollover max size Defines the maximum size of the Elasticsearch

rollover index. When the index size reaches the
defined value, it roll overs. rollover max size
value should be a positive non-zero number.
Allowed units are MB and GB.

@ Important: Rollover index configuration takes
effect only when enable xpack is setto true.

rollover max_age Defines the maximum age of the Elasticsearch
rollover index configuration. rollover max age
value should be a positive non-zero number.
Allowed units are h for hours and d for the number
of days.

@ Important: Rollover index configuration takes
effect only when enable xpack is setto true.

If both rollover max size and
rollover max_age are configured, then index
rolls over based on the value which is achieved

first.
Syslog configuration: Configure Syslog details.
* enable syslog Setting enable syslogto true lets dashboard
« host, port engine log the ABS detected attacks in the syslog
» facility server.

Provide the host and port number of syslog server.

restricted user access Defines the user for viewing information in API
Dashboard. Set it to true to set the user as a
restricted user. The header in API query string used
depends on the type of user, restricted or admin.
For more information on user headers, see ABS
users for API reports on page 293

@ Important: Make sure to take a backup of the dashboard-defaults.yml file on a secure machine
after the automated installation is complete.

Following is a sample dashboard-defaults.yml file:

webgui :
# Define ports for PingIntelligence WebGUI
# Make sure ports are not same for single server installation
port: 8030
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# allowed values: native, sso.

# In native mode, webgui users are self managed and stored in webgui.

# In sso mode, webgui users are managed and stored in an Identity
provider.

authentication mode: native

# Maximum duration of a session.

# Value should be in the form of <number><duration suffix>

# Duration should be > 0.

# Allowed duration suffix values: m for minutes, h for hours, d for days.

session max age: 6h

# Number of active UI sessions at any time.
# Value should be greater than 1.
max active sessions: 50

## admin password and ping user password are applicable in native
authentication mode only.

# webgui "admin" account password

admin password: changeme

# webgui "ping user" account password

ping user password: changeme

## Below sso configuration properties are applicable in sso
authentication mode only.

# Client ID value in Identity provider.

sso_oidc_client id: pingintelligence

# Client Secret of the above Client ID.

sso oidc client secret: changeme

# OIDC Client authentication mode.

# Valid values: BASIC, POST, or NONE

sso_oidc_client authentication method: BASIC

# 0IDC Provider uri

# WebGUI queries <issuer-uri>/.well-known/openid-configuration to get OIDC
provider metadata

# issuer ssl certificate is not trusted by default. So import issuer ssl
certificate into config/webgui.jks

# issuer should be reachable from both back-end and front-end

sso_oidc provider issuer uri: https://127.0.0.1:9031

# Place the sso provider issuer-certificate in the following path =>
<installation path>/pingidentity/certs/webgui/
# Name of the file should be => webgui-sso-oidc-provider.crt

# claim name for unique id of the user in UserInfo response

# a new user is provisioned using this unique id value

sso_oidc provider user uniqueid claim name: sub

# claim name for first name of the user in UserInfo response

# either first name or last name can be empty, but both should not be
empty

sso_oildc _provider user first name claim name: given name

# claim name for last name of the user in UserInfo response

# either first name or last name can be empty, but both should not be
empty

sso_oidc provider user last name claim name: family name

# claim name for role of the user in UserInfo response

sso_oildc _provider user role claim name: role

# additional scopes in “authorization request

# multiple scopes should be comma (,) separated

# openid,profile scopes are always requested

sso_oidc client additional scopes:

## End of sso configuration

# ssl key store password of webgui hosts
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server ssl key store password: changeme
server ssl key alias: webgui

# local h2 db datasource properties
h2 db password: changeme
h2 db encryption password: changeme

# allowed values: abs/pingaccess/axway

discovery source: abs

# allowed values: auto/manual

discovery mode: auto

# value is in minutes

discovery mode auto polling interval: 10

discovery mode auto delete non discovered apis: false

# valid only if discovery source is set to pingaccess
pingaccess url: https://127.0.0.1:9000/

pingaccess username: Administrator

pingaccess password:

# valid only if discovery source is set to axway
axway url: https://127.0.0.1:8075/

axway username: apiadmin

axway password:

dashboard:
ui:
# Install elasticsearch with xpack enabled
# If there is no authentication on pre-existing elasticsearch, set this
to false
enable xpack: true

# When install elasticsearch is set to false in config/hosts, this url
will be used

# Give the complete url with https/http and elasticsearch port number

# Make sure elasticsearch url is accessible from ansible management
host, dashboard, webgui and kibana nodes.

elasticsearch url: https://search-
giueibohzdoépfijfysjfsxucty.pingidentity.com:443

# User with permission set similar to "elastic" user
elastic username: elastic

# Passwords for "elasticsearch", "kibana", "ping user" and "ping admin"
users

# Dashboard will be accessible for these accounts

# Please set strong passwords

# If enable xpack is set to false, below passwords are ignored

elastic password: changeme

kibana password: changeme

ping user password: changeme

ping admin password: changeme

# Define ports for the PingIntelligence Dashboard
# Make sure ports are not same for single server installation
kibana port: 5601

# Elasticsearch rollover index configuration.

# Rollover index configuration takes effect only when enable xpack is
set to true.

# rollover max size value should be a positive non-zero number. Allowed
units are MB and GB.

rollover max size: 30GB
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# rollover max age value should be a positive non-zero number. Allowed
units are h and d.
rollover max age: 30d

syslog:
# Configuration for syslog
enable syslog: false
host: localhost
port: 614
facility: LOCALO

# ABS Restricted user access ( true/false )
# Set to false for displaying non-obfuscated blacklist in Kibana
abs:

restricted user access: false

Step 4 - Configure system parameters
The following two system parameters are required to be set before installing the Pinglntelligence software:

= vm.max _map_ count: For Elasticsearch
= ulimit: For ASE, ABS, MongoDB and Elasticsearch

Run the following command to configure the system parameters on the respective VMs. The script uses
sudo access for the user on the Elasticsearch, ASE, ABS, and MongoDB hosts. The IP address of these
hosts was configured in the hosts file in Step 1. Make sure that the following command is run only when
install as sudois setto true in the hosts file.

[pi-api-deployment]# ./bin/start.sh configure
Please see /opt/pingidentity/pi-api-deployment/logs/ansible.log for
more details.

An example ansible. log file for a successful launch of EC2 instances is shown below:

[pi-api-deployment]# tail -f logs/ansible.log

Current Time: Sun Jun 07 06:05:25 EST 2020
Starting configure scripts

Sun Jun 07 06:05:25 EST 2020: Setting up local environment
Sun Jun 07 06:05:25 EST 2020: Installing packages
Sun Jun 07 06:05:25 EST 2020: Installing pip and ansible

PLAY [Configure system settings for elasticsearch]
khkk A hkhkkhk Ak kA hkhkkhkhAkhkhkkhkhkhkkhk Ak khkhkkx

TASK [Get vm.max map count]
R e i b b b b b e I b b b b b b e e I I b b b b b S I I b b b b b b b b b b b b b b b b b g

TASK [Set vm.max map count if less than 262144]

K ok ok ok kK &k k ok k ok ok ok ok Kk k kK ok ok ok ok ok Kk ok ok k ok ok

TASK [Get ulimit -n]

R i b S b S b a4 S b B b S B A g S b R S b e S b b S b B A b S b S B b S I b S I b S i 4

TASK [Set ulimit nofile to 65536 if value is low - softlimit]

kA kAkkAkhAkk kA kA kA kkhk*k

TASK [Set ulimit nofile to 65536 if value is low - hardlimit]

R R A I R i I R I b IR S b b i 4

PLAY RECAP

R b e b e S b e S b e S b b I S b S A dh b I S b I I S IR e B IR S b S b S R S 2R i b b I S b B S b B b b S b b S 2b ¢

192.168.11.143 : ok=7 changed=1 unreachable=0 failed=0
192.168.11.144 : ok=3 changed=0 unreachable=0 failed=0
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192.168.11.145 : ok=5 changed=2 unreachable=0 failed=0

Sun Jun 07 06:06:14 EST 2020: Configure successful

Manually configuring the system parameters

If the configured user does not have sudo access, then manually edit the vim.max map count and
ulimit values. Complete the following steps:

1. Setthe vm.max map count to 262144 on the Elasticsearch VM. To set the count, enter the following

command:
$sudo sysctl -w vm.max map count=262144
To make the setting persistent across reboots, run the following command:

$sudo echo "vm.max map count=262144" >> /etc/sysctl.conf

Set the ulimit to 65536 on the ASE, ABS, MongoDB, and Elasticsearch hosts. To set the ulimit,
complete the following:

edit /etc/security/limits.conf for increasing the soft limit and hard limit. Add the following two
lines for the user that you have created, for example, pi-user:

pi-user soft nofile 65536
pi-user hard nofile 65536

Step 5 - Install the Pinglintelligence for APIs software

Run the following command to setup the deployment. Accept the EULA displayed on the screen for ABS
for installation to start.

[pi-api-deployment]# ./bin/start.sh install
Please see /opt/pingidentity/pi-api-deployment/logs/ansible.log for more
details.

To verify a successful setup, view the ansible. log file. Here is a log file snippet for a successful setup:
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[pi-api-deployment]# tail -f logs/ansible.log

Current Time: Sun Jun 07 06:06:22 EST 2020
Starting setup scripts

Sun Jun 07 06:06:22 EST 2020: Setting up local environment
Sun Jun 07 06:06:22 EST 2020: Installing packages
Sun Jun 07 06:06:23 EST 2020: Installing pip and ansible

PLAY RECAP

R b b b Ib b b db I b b db b S SR b b b I b db b b S db b b IR Ib b S db b S db I b b db b b db Ib b b db b b Sb Ib b S db b b db  db b b db b b Sb I b 4
127.0.0.1 : ok=9 changed=0 unreachable=0 failed=0
192.168.11.143 : ok=25 changed=13 unreachable=0 failed=0
192.168.11.144 : ok=57 changed=39 unreachable=0 failed=0
192.168.11.145 : ok=56 changed=35 unreachable=0 failed=0

Sun Jun 07 06:23:37 EST 2020: Setup successful
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Updated Pinglintelligence packages

The automated deployment framework creates the updated package for each Pingintelligence component
and stores them in the /opt/pingidentity/pi-api-deployment/software/updated packages
directory. The keys, passwords, and port number in these packages are the ones that you configured using
the ym1 files in the/opt/pingidentity/pi-api-deployment/config directory. You can use these
packages to install Pinglntelligence components on other instances.

Install PingIntelligence as a systemd service

You can install the various Pinglntelligence components as a systemd service. Installing as a service, the
various components are started automatically when the host system restarts. You require sudo access
to install PingIntelligence components as a service. Complete the following steps only if the automated
deployment did not install PinglIntelligence components as a service. Run the following command on the
host machine for which you want to verify that is service is installed or not:

# systemctl status <service-name>
For example, to check ASE service, enter the following command on ASE host machine:

systemctl status pi-ase.service
® ase.service - ASE

Loaded: loaded (/etc/systemd/system/ase.service; disabled; vendor preset:
disabled)

Active: active (running) since Sun 2019-11-03 23:01:19 MST; 23h ago

Nov 03 23:01:19 T5-06 systemd[1l]: Started ASE.

Prerequisite for installing Pinglintelligence service:

= Verify that Pinglntelligence services are not running. Use the following service names to verify the
status of each component:

= ASE:pi-ase.service
= ABS:pi-abs.service
= MongoDB: pi-mongodb.service
= Dashboard: pi-dashboard.service
= Web GUI: pi-webgui.service
= Elasticsearch: pi-elasticsearch.service
= Kibana: pi-kibana.service
= Stop the component for which you want to install the service.

Steps: Complete the following steps:

1. Make sure that the component for which you want to install the service is stopped.

2. Log in to the host machine for which you want to install the service. For example, if you want to install
ASE as a service, log in to the ASE host machine.

3. Navigate to the util directory. Enter the following command as a root user to install PinglIntelligence
as a service:

#sudo ./install-systemctl-service.sh <component name> <ansible user name>
For example, on ASE host machine:
#sudo ./install-as-service.sh pi-ase pi-user

Install service for each component in a similar way on the respective host machine.
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Order of restarting Pinglintelligence components: Edit the service files to make sure that
Pinglntelligence components in the following order. Use the Required option to set the order of starting of
service. For more information, see Creating and modifying systemd unit files :

MongoDB
ABS

ASE
Elasticsearch
Kibana
Dashboard
Web GUI

No oprwDdhE

Verify Pinglintelligence Installation
Verify that all the components have installed and started successfully.
Verify ASE installation
Log in to the ASE host machine and navigate to <installation-path>/pingidentity/ase/bin

directory and run the status command:

/home/pi-user/pingidentity/ase/bin/cli.sh status
Ping Identity Inc., API Security Enforcer

status started

mode : inline

http/ws : port 8090

https/wss : port 8443

firewall : enabled

abs : disabled, ssl: enabled

abs attack : disabled

audit : enabled

ase detected attack : disabled

attack list memory : configured 128.00 MB, used 25.60 MB, free 102.40 MB

If the status command runs successfully, then ASE has been installed and started.
Verify ABS and MongoDB installation

Log in to the ABS EC2 instance and run the ABS Admin REST API using a REST API client like Postman.
More information on installing and configuring Postman is available in the ABS Admin Guide.

The report can be accessed by calling the ABS system at the following URL:

https://<abs ip>:<abs port>/v4/abs/admin. Use the IP address from the hosts file.

If ABS and MongoDB has installed successfully, the Admin REST API output will display the MongoDB
nodes. If the Admin API is not accessible, then ABS has not started. Following is a sample output of the
Admin REST API:

"company": "ping identity",
"name": "api admin",
"description": "This report contains status information on all APIs, ABS
clusters, and ASE logs",
"license info": {
"tier": "Free",
"expiry": "Sun Jan 10 00:00:00 UTC 2021",
"max transactions per month": 0,
"current month transactions™: 30,

"max transactions_exceeded": false,
"expired": false
b

"across api prediction mode": true,
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"poc": true,

"api discovery": {
"subpath length": "1",
"status": true
}y
"apis": [
{
"api name": "atm app oauth",
"host name": "*"7 N
"url": "/atm app oauth",
"api type": "regular",
"creation date": "Thu Mar 05 08:54:01 UTC 2020",
"servers": 1,
"protocol": "https",
"cookie": "JSESSIONID",
"token": false,
"training started at": "Fri Feb 14 06:44:06 UTC 2020",
"training duration": "1 hour",
"prediction mode": true,
"apikey header": "X-API-KEY-2",
"apikey_qs" . onn ,
"th": {
"username": "",
"clientid": "",
"location": ""
}
}y
{
"api name": "root api",
"host name": "*",
Mgel™g W/W,
"api type": "regular",
"creation date": "Thu Mar 05 08:54:01 UTC 2020",
"servers": 1,
"protocol": "https",
"cookie": "JSESSIONID",
"token": false,
"training started at": "n/a",
"training duration": "n/a",
"prediction mode": false,
"apikey header": "X-API-KEY-1",
"apikey gs": "",
"Jwt": |
"username": "",
"clientid": "",
"location": ""
}
}
1y
"abs cluster": {
"abs nodes": [
{
"node ip": "127.0.0.1",
"os": "Red Hat Enterprise Linux Server - VMware, Inc.",
"cpu": "lo",
"memory": "31G",
"filesystem": "3%",
"bootup date": "Fri Feb 28 08:13:19 UTC 2020"
},
{
"node ip": "127.0.0.1",
"os": "Red Hat Enterprise Linux Server - VMware, Inc.",
"cpu": "16",
"memory": "31G",
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"filesystem": "4%",
"bootup date": "Tue Mar 24 06:35:47 UTC 2020"
}
I
"mongodb nodes": [
{
"node ip": "127.0.0.1:27017",
"status": "primary"
}
]
by
"ase logs": [
{
"ase node": "88968c39-bdea-4481-a0b4-d0d651468ab5",
"last connected": "Thu Mar 05 08:40:14 UTC 2020",
"lOgS": {
"start time": "Thu Mar 05 08:40:14 UTC 2020",
"end time": "Thu Mar 05 08:40:14 UTC 2020",
"gzip size": "0.74KB"
}
y
{
"ase node": "e6b82ce9-afb3-431la-8faa-66£f7ce2148b9",
"last connected": "Thu Mar 05 08:54:06 UTC 2020",
"logs": {
"start time": "Thu Mar 05 08:54:06 UTC 2020",
"end time": "Thu Mar 05 08:54:06 UTC 2020",
"gzip size": "2.82KB"
}
by
{
"ase node": "4df50c47-407a-41£9-bda6-b72dc34dadad",
"last connected": "Fri Feb 28 07:20:03 UTC 2020",
"lOgS": {
"start time": "Tue Feb 25 12:50:00 UTC 2020",
"end time": "Fri Feb 28 07:20:03 UTC 2020",
"gzip size": "76.01KB"
}
y
{
"ase node": "191005le-5bab-44e6-8816-5b5afffddlct",
"last connected": "Tue Feb 18 08:10:05 UTC 2020",
"logs": {
"start time": "Fri Feb 14 06:42:38 UTC 2020",
"end time": "Tue Feb 18 08:10:05 UTC 2020",
"gzip size": "2.89MB"
}
}
I
"percentage diskusage limit": "80%",
"scale config": {
"scale up": {
"cpu threshold": "70%",
"cpu monitor interval": "30 minutes",
"memory threshold": "70%",
"memory monitor interval": "30 minutes",
"disk threshold": "70%",
"disk monitor interval": "30 minutes"
by
"scale down": {
"cpu threshold": "10%",
"cpu monitor interval": "300 minutes",
"memory threshold": "10%",
"memory monitor interval": "300 minutes",
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"disk threshold": "10%",
"disk monitor interval": "300 minutes"
}
b
"attack ttl": {

"ids": [

{
"id": "ip"’
"ttl": 120

b

{
"id": "cookie",
"ttl": 120

b

{
"id": "access_ token",
"ttl": 120

3y

{
"id" . "api_key" ,
"ttl": 240

b

{
"id": "username",
"ttl": 360

}

Verify Dashboard Installation

To verify the Dashboard installation, enter the Dashboard IP address from the hosts file in your web
browser. Log in using ping user or admin username and the password configured in the dashboard-
defaults.yml file. If the authentication mode is set to SS0O, then log in using your SSO username and
password.

See the ASE, ABS and Dashboard guides for configuration and administration of PingIntelligence products.

Next steps - Integrate Pinglintelligence into your environment

After the installation is complete, refer the following topics based on the type of deployment.
Sideband configuration:

After you have completed the deployment, integrate one of the following API gateways with
PingIntelligence components and start sending the API traffic to your API gateway:

= Akana API gateway sideband integration on page 514

= Pingintelligence Apigee Integration on page 538

= Pingintelligence AWS API Gateway Integration on page 558
= Azure APIM sideband integration on page 600

= Axway sideband integration on page 576

= Pinglintelligence - CA API gateway sideband integration on page 609
= F5 BIG-IP Pinglntelligence integration on page 618

= IBM DataPower Gateway sideband integration on page 630
= Pinglintelligence - Kong API gateway integration on page 637
= Mulesoft sideband integration on page 643

= NGINX sideband integration on page 657

= NGINX Plus sideband integration on page 672

= PingAccess sideband integration on page 700
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= PingFederate sideband integration on page 711
= Pingintelligence WSO2 integration on page 717

Inline configuration: If you configured Pingintelligence ASE as Inline ASE on page 191, the next step is
to add API definitions to the PinglIntelligence for APIs software. After this is complete, direct your API client
to the IP address of the ASE software on port 80 or 443.

It is recommended to read the following topics (part of the admin guides) apart from reading the ASE and
ABS Admin Guides:

= ASE port information
= API naming guidelines
= Connect ASE and ABS

After you have added your APIs in ASE, the APl model needs to be trained. The training of APl model is
completed in ABS. The following topics give a high level view, however it is a good practice to read the
entire ABS Admin Guide.

= Train your APl model

= Generate and view the REST API reports using Postman: To access the ABS REST API reports you
would require the following information:

= |IP address: IP address of ABS configured inthe config/hosts file.

= Port number: default value is 8080. It is configured in abs-defaults.yml file

= API| Name: Name of the API for which you want to generate REST API reports

= Later and Earlier date: The date range for which you want to generate the reports
= View Access Pinglntelligence Dashboard on page 17:

Login to Pingintelligence Dashboard using the ping user login ID and the password that you
configured during Pinglintelligence installation. For more information on password configuration, see
Change Dashboard default settings on page 63. The Pingintelligence for APIs Dashboard takes
approximately one hour to start showing attack information.

Shut down the deployment

To shut down the deployment and remove all VMs and data, run the stop.sh command. When you shut
down the deployment, all the VMs along with the data is deleted.

[pi-api-deployment]# ./bin/stop.sh
Please see /opt/pingidentity/pi-api-deployment/logs/ansible.log for more
details.

To verify whether the deployment was successfully stopped, check the ansible. log file:

[pi-api-deployment]# tail -f logs/ansible.log

Current Time: Sun Jun 07 07:23:11 EST 2020
Starting stop scripts

Sun Jun 07 07:23:11 EST 2020: Play stop setup
PLAY RECAP
kA kA kA hhkhAk A hkhhAhhkhkhAhkhkhAhhkhkhAhhkhkhrhkhkhrhhkdhkhrhkhkhhkhkhrhkkhkhhkhkhkrohkhkhhhkkhkrhkkhkhhkhkkhxkkkxkxk

192.168.11.124 : ok=2 changed=1 unreachable=0 failed=0

192.168.11.145 : ok=2 changed=1 unreachable=0 failed=0

192.168.11.146 : ok=2 changed=1 unreachable=0 failed=0

192.168.11.148 : ok=2 changed=1 unreachable=0 failed=0

192.168.11.149 : ok=4 changed=3 unreachable=0 failed=0

Sun Jun 07 07:32:53 EST 2020: Stop successful
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Manually remove the Pingintelligence component service scripts from /etc/systemd/system/pi-*

location.

Logs

The ansible. log file for all the stages is available in the /opt/pingidentity/pi-api-

deployment/logs directory.

The logs directory also stores hostinfo. log file. This log file stores information about all the
hosts. Every time the automated deployment is run, the hostinfo. log file is appended with the host

information. Following is a snippet of the log file.

R R R dh b e dh b b dh e ah S e d db i dh SR e S SR i b IR S b SR S b R S S IR i db R i 4 Wed Apr 01 02:07:26 UTC 2020

R R A A e S b e ah db e dh b e d b B dh b B A b b b S b b i S B R i b R i 4

Hostname: ping-rhel-3

Inventory Hostname: 172.16.40.69

PI components installed on this host:
- mongodb
Date & Time: 2020-03-31 20:05:46 MDT
Timezone: MDT
Distribution:
Release: Maipo
Distribution Version: 7.6

Kernel: 3.10.0-957.10.1.el17.x86_ 64
Architecture: x86 64

CPU Core: 4

RedHat

RAM: 15.4951171875 GB

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/rhel-root 530G 132G 398G 25% /

devtmpfs 7.8G 0 7.8G 0% /dev

tmpfs 7.8G 12K 7.8G 1% /dev/shm

tmpfs 7.8G 335M 7.5G 5% /run

tmpfs 7.8G 0 7.8G 0% /sys/fs/cgroup
/dev/sdal 1014M 153M 862M 16% /boot

tmpfs 1.6G 0 1.6G % /run/user/988
tmpfs 1.6G 0 1.6G 0% /run/user/1018
tmpfs 1.6G 0 1.6G 0% /run/user/1045
Hostname: ping-ubuntu-1

Inventory Hostname: 172.16.40.81

PI components installed on this host:

- abs

- ase

- dashboard

- kibana

- webgui

Date & Time: 2020-03-31 20:07:16 MDT

Timezone: MDT

Distribution: Ubuntu

Release: xenial

Distribution Version: 16.04

Kernel: 4.4.0-148-generic

Architecture: x86 64

CPU Core: 4

RAM: 15.6533203125 GB

Filesystem Size Used Avail Use% Mounted
on

udev 7.9G 0 7.9G 0% /dev
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tmpfs 1.6G 860K 1.6G 1% /run
/dev/mapper/ubuntu--1604--template--vg-root 467G 106G 343G 24% /
tmpfs 7.9G6 140K 7.9G 1% /dev/shm
tmpfs 5.0M 0 5.0M 0% /run/lock
tmpfs 7.9G 0 7.9G 0% /sys/fs/
cgroup

/dev/sdal 720M 108M 576M 16% /boot
cgmfs 100K 0 100K 0% /run/
cgmanager/fs

tmpfs 1.6G 0 1.6G 0% /run/
user/1012

tmpfs 1.6G 0 1.6G 0% /run/
user/1005

Hostname: ping-rhel-2

Inventory Hostname: 172.16.40.228

PI components installed on this host:

- elasticsearch

Date & Time: 2020-03-31 20:06:05 MDT

Timezone: MDT

Distribution: RedHat

Release: Maipo

Distribution Version: 7.6

Kernel: 3.10.0-957.10.1.el17.x86 64

Architecture: x86 64

CPU Core: 4

RAM: 15.5126953125 GB

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/rhel-root 488G 7.5G 481G 2%/

devtmpfs 7.8G 0 7.8G 0% /dev

tmpfs 7.8G 80K 7.8G 1% /dev/shm

tmpfs 7.86 801M 7.0G 11% /run

tmpfs 7.8G 0 7.8G 0% /sys/fs/cgroup

/dev/sdal 1014M 153M 862M 16% /boot

tmpfs 1.6G 0 1.6G 0% /run/user/1015

tmpfs 1.6G 0 1.6G 0% /run/user/1040

R R I b b S b S b e S b e S b b S I S b b S b b S b I I b S b I b S 4 Wed Apr Ol 02:07:26 UTC 2020

R S R I b b I b b S SR S b e S b S b e S b S b b S b I S b S Sb b I b b 4

khkkhkhkhkhkhkhkkhkhkhkhkhkhkhhkkhkhhkhkhkrhkkhkhkhkhkkhkrhkhhhkhkkhxkkkkxk Wed Apr 01 02:08:13 UTC 2020

R R R A b R dh b b dh R ah S e dh db e b SR e S SR i b SR S b SR S i R S S IR i I R i 4

Hostname: ping-ubuntu-1

Inventory Hostname: 172.16.40.81

PI components installed on this host:
- abs

- ase

- dashboard

- elasticsearch

- kibana

- mongodb

- webgui
Date & Time: 2020-03-31 20:08:10 MDT
Timezone: MDT

Distribution: Ubuntu

Release: xenial

Distribution Version: 16.04

Kernel: 4.4.0-148-generic
Architecture: x86 64

CPU Core: 4

RAM: 15.6533203125 GB
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Filesystem Size Used Avail Use% Mounted
on

udev 7.9G 0 7.9G 0% /dev
tmpfs 1.6G 860K 1.6G 1% /run
/dev/mapper/ubuntu--1604--template--vg-root 467G 106G 343G 24% /

tmpfs 7.9G 140K 7.9G 1% /dev/shm
tmpfs 5.0M 0 5.0M 0% /run/lock
tmpfs 7.9G 0 7.9G 0% /sys/fs/
cgroup

/dev/sdal 720M 108M 576M 16% /boot
cgmfs 100K 0 100K 0% /run/
cgmanager/fs

tmpfs 1.6G 0 1.6G 0% /run/

user/1012

tmpfs 1.6G 0 1.6G 0% /run/

user/1005

R R R A b R dh b b dh R ah S e dh db e b SR e S SR i b SR S b SR S i R S S IR i I R i 4 Wed Apr 01 02:08:13 UTC 2020
R R S b e dh b I ah db I ah b e b I dh b B A b b b S b i S B b S b R 4

Manual deployment

Pingintelligence manual deployment

The topic gives a summary about Pinglntelligence products, the different users that can install the product
and the time zone in which the products can be deployed.

Pinglintelligence for APIs software combines real-time security and Al analytics to detect, report, and block
cyberattacks on data and applications exposed via APls. The software consists of two platforms: API
Security Enforcer and API Behavioral Security Artificial Intelligence engine.

API Security Enforcer (ASE)

Applies real-time inline inspection of API traffic to detect and block attacks. ASE works with the ABS
engine to identify attacks.

APl Behavioral Security (ABS)

Executes Al algorithms to detect in near real-time cyberattacks targeting data, applications, and systems
via APls. Attack information can be automatically pushed to all ASEs to block ongoing breaches and
prevent reconnection.

PinglIntelligence for APIs Dashboard
Pinglintelligence for APIs Dashboard offers you the following:

= View the various APlIs in your API environment along with the API creation date
= View the training status and other information of your APIs

= View your API dashboard

= Unblock a specific client identifier

= Tune threshold

= View ABS license information

The dashboard engine utilizes Elasticsearch and Kibana to provide a graphical view of an APl environment
including user activity, attack information, and blocked connections. The dashboard engine makes periodic
REST API calls to an ABS Al engine which returns JSON reports that are used to generate graphs in the
Pingintelligence Dashboard.
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Users

You can install all the Pingintelligence products either as a user with sudo access or a normal user
(without sudo access). Make sure that the entire deployment is a homogenous deployment. Either all the
products should be installed as a sudo user or as a normal user.

Time zone

All the Pinglintelligence products namely ASE, ABS, Dashboard, and AAD should be in the same timezone.
Make sure that the third-party product, MongoDB, is also in the same timezone as Pinglintelligence
products.

Part A — Install ABS and MongoDB
The ABS Engine installation process is summarized below:

= Provision systems based on the queries per second (QPS)
= Install MongoDB in a replica set

= Install ABS engine

= Connect ABS engine to MongoDB

Install ABS Al engine software

You can install ABS as a root user or as a non-root user. The example installation path assumes that you
are root user. The installation works in a similar way for a non-root user.

1. Go to the download site
2. Click on Select under Pinglintelligence
3. Choose the build and click Download.

Copy the build file to the /opt directory if you are installing the product as a root user. Choose any other
location if you want to install ABS as a non-root user.

Install ABS

Before installing ABS, install OpenJDK 11.0.2 on a 64-bit architecture machine with Ubuntu 16.04 LTS or
RHEL 7.6. To verify the Java version, run the following command:

# java -version
It is recommended to install only one instance of ABS on each machine. MongoDB should be installed on a
different machine from ABS.
To install ABS, complete the following steps.

1. Change working directory to /opt if you are installing the product as a root user. Choose any other
location if you want to install ABS as a non-root user.

2. Atthe command prompt, type: # tar -zxvf <file name>

For example, # tar -zxvf pi-api-abs-4.3.tar.gz

@ Note: If you are installing as a non-root user then, increase the ulimit -n to 65535.

ABS License
To start ABS, you need a valid license. There are two types of ABS licenses:

= Trial license — The trial license is valid for 30-days. At the end of the trial period, ABS stops
processing.

= Subscription license — The subscription license is based on the peak number of transactions
subscribed for per month and the duration of the license. It is a good practice to configure your email
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before configuring the ABS license. ABS sends an email notification to the configured email ID when
the license has expired. Contact the Pinglintelligence for APIs sales team for more information. The
following points should be noted:

= Maximum transaction set to O: If your subscription ABS license has zero as maximum transaction,
it means that the license has unlimited monthly transaction. Such a license only expires at the end of
subscription period.

= License expiry: In case when the subscription license has expired, ABS continues to run until a
restart. ABS needs a valid license file to start.

Add an ABS license

If you have not received an ABS license, request a license file from Ping sales. The name of the license
file must be PingIntelligence.lic. Copy the license file to the/opt/pingidentity/abs/config
directory and then start ABS.

Update an existing license

If your existing license has expired, obtain a new license from Ping sales and replace the license file in the
/opt/pingidentity/abs/config directory. Stop and then start ABS after the license file is updated.

Checking the current transaction count

Use the Admin REST API on page 316 to view the current transaction count against your subscribed
transaction limit. Following snippet of the Admin REST API shows the license information:

{
"company": "ping identity",
"name": "api admin",
"description": "This report contains status information on all APIs, ABS
clusters, and ASE logs",
"license info": {
"tier": "Subscription",
"expiry": "Wed Jan 15 00:00:00 UTC 2020",
"max transactions per month": 1000000000,
"current month transactions": 98723545,
"max transactions_ exceeded": false,
"expired": false

Obfuscate passwords

Using ABS command line interface, you can obfuscate the keys and passwords configured in
abs.properties. The following keys and passwords are obfuscated:

= mongo_password
* Jjks password
* email password

ABS ships with a default abs master. key which is used to obfuscate the various keys and passwords.

It is recommended to generate your own abs master.key. The default jks password abs123is
configured in the abs .properties file.

@ Note: During the process of obfuscation of keys and password, ABS must be stopped.

The following diagram summarizes the obfuscation process:
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Obfuscate
your
passwords
using the
cbfuscat

Generate your

. . Enter your passwords
¥ . key using

in abs.properties

te obfkey ABS .
Lkl o in clear text

CLI command

ABS CLI
command

Generate abs_master.key

You can generate the abs_master.key by running the generate_obfkey command in the ABS CLI:
/opt/pingidentity/abs/bin/cli.sh generate obfkey -u admin -p admin
Please take a backup of config/abs master.key before proceeding.

Warning: Once you create a new obfuscation master key, you should obfuscate
all config keys also using cli.sh -obfuscate keys

Warning: Obfuscation master key file

/pingidentity/abs/config/abs master.key already exist. This command will
delete it create a new key in the same file

Do you want to proceed [y/n]l: y

creating new obfuscation master key

Success: created new obfuscation master key at /pingidentity/abs/config/
abs master.key

The new abs_master.key is used to obfuscate the passwords in abs.properties file.

@ Important: In an ABS cluster, the abs_master.key must be manually copied to each of the cluster
nodes.

Obfuscate key and passwords

Enter the keys and passwords in clear text in abs . properties file. Run the obfuscate_keys
command to obfuscate keys and passwords:

/opt/pingidentity/abs/bin/cli.sh obfuscate keys -u admin -p admin
Please take a backup of config/abs.password before proceeding
Enter clear text keys and password before obfuscation.

Following keys will be obfuscated

config/abs.properties: mongo password, jks password and email password
Do you want to proceed [y/n]: y

obfuscating /pingidentity/abs/config/abs.properties

Success: secret keys in /pingidentity/abs/config/abs.properties obfuscated

Start ABS after passwords are obfuscated.
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@ Important: After the keys and passwords are obfuscated, the abs master.key must be moved to a
secure location from ABS.

Configure SSL

ABS supports only TLS 1.1 and TLS 1.2 and requires Open JDK 11.0.2. You can configure SSL by setting
the value of enable_ssl parameter to true in pingidentity/abs/mongo/abs init.js file. Setting the
value to true enables SSL communication between ASE and ABS as well as for ABS external REST APIs.
Following is a snippet of the abs . init file with enable_ssl parameter set to true:

db.global config.insert ({
"attack initial training": "24",
"attack update interval": "24",
"url limit": "100",
"response size": "100",
"job frequency" : "10",
"window length" : "24",
"enable_ssl": true,
"api discovery": false,
"discovery initial period" : "24",
"discovery subpath": "1",
"continuous learning": true,
"discovery update interval": "1",
"attack list count": "500000",
"resource monitor interval" : "10",
"percentage diskusage limit" : "80",
"root api attack" : false,
"session inactivity duration" : "30"

b

ABS ships with a default self-signed certificate with Java Keystore at abs/config/ssl/abs.jks and
the default password set to abs123 in the abs.properties file. The default password is obfuscated in
the abs.properties file. It is recommended to change the default passwords and obfuscate the new
passwords. See Obfuscate passwords on page 81 for steps to obfuscate passwords.

If you want to use your own CA-signed certificates, you can import them in ABS.

Import existing CA-signed certificates

You can import your existing CA-signed certificate in ABS. To import the CA-signed certificate, stop ABS if
it is already running. Complete the following steps to import the CA-signed certificate:

1. Export your CA-signed certificate to PKCS12 store by entering the following command:

# openssl pkcsl2 -export -in <your CA cerficate.crt> -inkey
<your certificate key.key> -out abs.pl2 -name <alias name>

For example:

# openssl pkcsl2 -export —-in ping.crt -inkey ping.key -out abs.pl2 -name
exampleCAcertificate

Enter Export Password:

Verifying - Enter Export Password:

@ Note: If you have intermediate certificate from CA, then append the content to the
<your CA certificate>.crt file.
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Import the certificate and key from the PKCS12 store to Java Keystore by entering the following
command. The command requires the destination keystore password. The destination keystore
password entered in the command should be same that is configured in the abs.properties file.

The following is a snippet of the abs . properties file where the destination keystore password is
stored. The password is obfuscated.

# Java Keystore password
Jks_password=0OBF:AES:Q3vcrnj7VZILTPAInxkOsyimHRvGDQO==:da¥YWJ50gzxZ2JAnTkuRl1FpreMlrsz3FF

Enter the following command:

# keytool -importkeystore -destkeystore abs.jks -srckeystore abs.pl2 -
srcstoretype PKCS12 -alias <alias name> -storetype Jks

For example:

# keytool -importkeystore -destkeystore abs.jks -srckeystore abs.pl2 -
srcstoretype PKCS12 -alias exampleCAcertificate -storetype jks

Importing keystore abs.pl2 to abs.jks...
Enter destination keystore password:
Re-enter new password:

Enter source keystore password:

3. Copy the abs. jks file created in step 2t0o /opt/pingidentity/abs/config/ssl directory.
4. Start ABS by entering the following command:

# /opt/pingidentity/abs/bin/start.sh
Starting API Behavioral Security 4.0...
please see /opt/pingidentity/abs/logs/abs/abs.log for more details

Install MongoDB software

ABS uses a MongoDB database (4.2) to store analyzed logs and ABS cluster node information. MongoDB
is installed using a replica set. In a replica set, MongoDB is installed on three nodes for high-availability
(HA).

@ Note: If you are installing as a non-root user then, increase the ulimit -n to 65535.

Update MongoDB default username and passwor